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I analyze the effects of competition on process innovation and product
introduction and obtain robust results that hold for a range of market
structures and competition modes. It is found that increasing the
number of firms tends to decrease cost reduction expenditure per firm,
whereas increasing the degree of product substitutability, with or
without free entry, increases itFprovided that the average demand for
product varieties does not shrink. Increasing market size increases cost
reduction expenditure per firm and has ambiguous effects on the
number of varieties offered, while decreasing the cost of entry increases
the number of entrants and varieties but reduces cost reduction
expenditure per variety. The results are extended to other measures of
competitive pressure and to investment in product quality. The
framework and results shed light on empirical strategies to assess the
impact of competition on innovation.

1. INTRODUCTION

THISPAPERPROVIDESGENERALANDROBUSTRESULTS on the effect of indicators of
competitive pressure on innovation, reconciles theorywith available empirical
results and provides a framework to help guide the empirical analysis with
results that do not depend on the fine details of market structure. The central
question to examine is whether competitive pressure fosters innovation.
Innovation is claimed to be the engine of growth (see e.g. Romer [1990],

Aghion andHowitt [1992, 1998], Grossman andHelpman [1989, 1991, 1994])
and therefore it is crucial to understand its determinants. Furthermore,
questions arise about the impact of globalization and deregulation on the
incentives to innovate. The impact of globalization comes typically with
market enlargement; regulatory reform has introduced price caps, i.e., direct
price pressure, and has lowered barriers to entry in different industries. What
will be the impact of these developments on process and product innovation?
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There is by now a large body of work, going back at least to Schumpeter
and continuing with Arrow [1962] and many other scholars, with regard to
the effect of competitive pressure on innovation effort. Schumpeter himself
oscillated between thinking that monopoly rents or competitive pressure
(in particular the entry threat of rival innovators) were the drivers of
innovation although usually only the monopoly driver is emphasized in the
interpretation of his work. Schumpeter also hypothesized a positive
relationship between firm size and R&D. One stumbling block in the
analysis of competition and innovation is the use of particular functional
forms. Another is the lack of agreement between theory and empirics. Let us
take the issues in turn.
Theoretical work, be it in industrial organization, agency theory or

endogenous growth theory, has relied on particular functional specifica-
tions. Leading models of process innovations like Dasgupta and Stiglitz
[1980] and Spence [1984] use constant elasticity functional forms; Bester
and Petrakis [1993] and Qiu [1997] compare innovation incentives in
Cournot and Bertrand markets with a linear-quadratic specification.
Similarly, models of X-inefficiency in which there is an agency problem
between owners and managers rely on very simple and parameterized
specifications of market competition. This is the case, for instance, in the
linear model of Martin [1993], the examples in Schmidt [1997], and the
linear-quadraticmodel ofRaith [2003]. The constant elasticity specification,
derived from Dixit and Stiglitz [1977], has become also a workhorse in
endogenous growth models with product introduction providing an ever
expanding variety of horizontally differentiated products in a growing
market (Romer [1990] and Grossman and Helpman [1989]). Rivera-Batiz
and Romer [1991] show that international economic integration by
expanding the market size incentivates innovation. One may wonder
whether the results obtained are robust to more general specifications. The
contribution of the present paper is to obtain results within a general model.
Some theoretical results do not seem to agree with the empirical evidence.

Indeed, quite a few theoretical models tend to conclude that competition
reduces innovation effort – at least at the individual firm level – despite the
fact that available empirical evidence (Porter [1990], Geroski [1990, 1994],
Baily and Gersbach [1995], Nickell [1996], Blundell, Griffith and Van
Reenen [1999], Symeonidis [2002], andGaldón-Sánchez and Schmitz [2002])
using different measures of competitive pressure is favorable to the positive
effect of competition on innovation. For example, Dasgupta and
Stiglitz [1980] and Spence [1984] find that increasing the number of firms,
a typical measure of increased competitive pressure, reduces cost reduction
expenditure per firm; and Romer [1990], Aghion and Howitt [1992]
and Grossman and Helpman [1991] find that decreasing rents reduce
product introduction and productivity growth. The contribution of this
paper is to clarify the robust relationships between different measures of

420 XAVIER VIVES

r 2008 The Authors. Journal compilationr 2008 Blackwell Publishing Ltd. and the Editorial Board of The Journal of Industrial
Economics.

Victor
Highlight



competitive pressure and R&D. In so doing the paper provides a guide for
empirical work.
The benchmark model for the analysis is a symmetric reduced-form

non-tournament model, where the investment by a firm always yields some
R&D cost reduction resultsF in contrast to a patent race with its winner-
take-all feature, where there are no spillovers and R&D investment has no
strategic commitment value.
I will consider price and quantity competition as well as restricted and free

entry. The models considered are the central workhorses in oligopoly
theory: Bertrand (price) competition with product differentiation and
Cournot (quantity) competition with homogenous products. All cases are
empirically relevant although perhaps Bertrand competition with differ-
entiated products and free entry is more salient. We follow the tradition
of Dasgupta and Stiglitz [1980] and Sutton [1991, 1998] of emphasizing
the endogeneity of market structure. In this situation a firm decides whether
to enter the market producing a new variety (product introduction), and
paying a fixed cost of entry, and how much to invest in R&D reducing
variable costs of production (process innovation). The model displays thus
the typical trade-off between fixed and variable costs of previous work in the
literature. I also performa robustness checkwhen investments have strategic
commitment value,when spillovers are present, and commentonhow far the
results extend to investment in quality.
It is worth noting that the trade-off between fixed and variable costs not

only includes R&D and cost-reduction models but also agency models where
owners motivate managers to reduce costs in an asymmetric information
context (X-inefficiency). That is, the firm (or the principal) incurs in a fixed
cost inorder to lowervariable costs. Inagencymodels the innovation incentive
of owners typically translates monotonically, via the incentive scheme of
themanager, into themanagers’ incentives. The owner must pay themanager
his reservation utility, the cost of effort, and an information rent (owing to
asymmetric information) in order to reduce costs. In this way, for example,
more competition may induce a higher cost-reduction effort through an
incentive scheme that is more sensitive to performance.1

The central scenario considered is plausible on empirical grounds. With
regard to the non-tournament aspect, patents (inducing a patent race or
tournament) do not seem to be the major source of returns to innovative
activity (Schankerman [1991] and Cohen et al. [2000])2 and, according to

1Competition may also provide information (e.g., on the cost structure of firms) and
enlarged opportunities for comparison, and therefore stronger incentives. The informational
role of competition in enhancing efficiency has been highlighted in a series of models. I will not
pursue this line of inquiry in this paper but see Hart [1983], Scharfstein [1988], Hermalin [1992,
1994], and Meyer and Vickers [1997].

2Recent empirical analysis does not seem to favor the patent racemodel (with its first-mover
advantage). See Tellis and Golder [1996] and Lieberman and Montgomery [1998].
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Cohen, ‘The empirical findings to date do not establishwhether the net effect
of appropriability onR&D incentives is positive or negative’ ([1995], p. 230).
Furthermore, it is worth remarking that even though R&D investment
typically precedes market interaction, this does not mean that it can be used
strategically. That is, it does not follow that R&D investment, or contracts
with managers that reward effort, are observable and that firms can commit
to it. The evidence on the strategic commitment value of R&D is scant.3 No
claim is made about the realism of the symmetry assumption.
I consider two (classical) different possible measures of enhanced

competitive pressure with restricted entry (exogenous market structure),
as an increase4

� in the degree of product substitutability; or
� in the number of competitors.

With free entry (endogenous market structure), enhanced competitive
pressure is measured as an increase

� in the degree of product substitutability; or
� in the size of the market; or
� in the ease of entry (decrease in the entry cost).

The size of the market increases with reductions in trade, regulatory and
transport costs in liberalization and globalization processes.
In the scenario considered, individual firms’ cost-reduction incentives

depend on the output per firm because the value of a reduction in unit costs
will increase with the output produced by the firm. Output per firm depends
in turn on demand and price-pressure effects. For a given total market size,
competition affects the effectivemarket of a firm, its residual demand (a level
or size effect), and the elasticity of the residual demand faced by the firm
(an elasticity effect). For example, typically an increase in the number of
competitors for a given total market size will decrease the residual demand
for the firm and will increase the demand elasticity. The first effect will tend
to decrease cost reduction expenditure, because a unit cost reduction will
benefit a diminished output, whereas the second will tend to increase it,

3At the same time, it is possible that strategic effects have been overplayed in the literature.
For example: ‘Despite the considerable theoretical attention devoted to strategic interaction,
we know surprisingly little about its empirical relevance’ (Cohen [1995], p. 234; see also
Griliches [1995]). Geroski [1991] also hints that strategic effects may be of second-order
importance in determining innovation incentives.

4 Sometimes a change from Cournot to Bertrand behavior is interpreted as an increase in
competitive pressure. This may be so, since Bertrand equilibria tend to be more competitive
than Cournot, but this interpretation need not make sense within a given industry. Indeed, the
mode of competition is typically dictated by the structural conditions in the industry (see Vives
[1999], Chap.7).
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because a unit reduction in costs will allow the firm to decrease price with a
higher output impact.5

Product introduction incentives depend on the profits to be captured
(rents) as compared to the fixed cost of introduction of the new product. In
this context, less rents due to higher (ex post) competition mean less entry
(this is a well-known effect which we could term a Schumpeter effect).
I obtain the following results in a market with restricted entry:

� Increasing the number of firms tends to decrease cost reduction expen-
diture per firm. In Bertrand the result holds for all leading examples
(including linear, constant elasticity, constant expenditure, and logit
demand systems). InCournot the result holds in the usual case of outputs
being strategic substitutes. The residual demand (size) effect tends to
dominate the price-pressure (elasticity) effect. The reason is that the
demand effect is a direct one while the price-pressure effect is an induced
one through the impact on the equilibrium price. However, it is still
possible, and indeed likely, that increasing the number of firms increases
R&D intensity (i.e., cost reduction expenditure over sales).

� Increasing the degree of product substitutability increases cost reduction
expenditure per firmprovided the average demand for varieties (defined in
terms of the Chamberlinian DD demand function for simultaneous price
movements) does not shrink. The reason is that the demand effect and the
price-pressure effect both work, although perhaps weakly, in the same
direction. This holds for leading examples such as linear (Shapley-Shubik
specification), constant elasticity, and constant expenditure demand
systems.With logit there is neither demand effect nor price-pressure effect.

The results in a market with restricted entry generalize those obtained by
(among others) Dasgupta and Stiglitz [1980], Spence [1984], Tandon [1984],
andMartin [1993] in the context of a Cournotmodel with constant elasticity
or linear specifications, and by Raith [2003] with price competition and
product differentiation à la Salop [1979].
In a market with free entry I find the following:

� Increasing the market size increases per-firm output and cost reduction
expenditure. However, the number of firms and varietiesmay increase or
diminish. The results hold for either Bertrand or Cournot competition.
Increasing the market size has a direct positive impact on cost reduction
expenditure and output per firm, but at the same time it may increase the
free-entry number of firms. However, the latter increases less than
proportionately, owing to the reduction in margins, and the direct effect

5 SeeKamien andSchwartz [1970] andWillig [1987] for related analyses. Asymmetricmarket
structures introduce a selection effect of competition. See Boone [2000], Klette and Kortum
[2004] and Nocke [2006] for an analysis of innovation incentives with firm heterogeneity.
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prevails. In fact, the free-entry number of firms may even decrease with
market size. The reason is that the increase in market size may induce
such an increase in expenditure on cost reduction that it may leave less
room for entry. In a constant elasticity example with no entry cost, the
free-entry number of firms is independent of market size (Dasgupta and
Stiglitz [1980]). Nonetheless the case of a positive effect ofmarket size on
product introduction is possibly more likely because of its direct
profitability-enhancing impact.

� Decreasing the entry cost increases the number of firms (varieties)
introducedbut decreases output and cost reduction expenditure per firm.
The first result is very intuitive and implies the second: once more firms
have entered we know that there are less incentives to invest in cost
reduction. Still typically the industry cost reduction expenditure will
increase with lower entry costs.

� Increasing the degree of product substitutability increases per-firm
output and cost reduction expenditure provided the average demand for
varieties does not shrink. The number of varieties introduced may
diminish (and it will do so if the average demand for varieties does not
expand). The reason for the latter result is that the increase in competitive
pressure leaves less room for entrants. If this happens it should be clear
that per-firm output and cost reduction expenditure should increase
because of increased price pressure with less entry. If the market were to
expand with the degree of product substitutability then the direct effect
on per-firm output and cost reduction expenditure would overcome any
possible adverse effect of a possible increase in the number of entrants.

Schmookler [1959, 1962] emphasized the role of demand and market size in
the innovation incentive and stated that innovative activity is governed by
the extent of the market. Process innovation is enhanced in larger markets
but not necessarily product introduction.
The result that largermarketsmay accommodate fewerfirms (and varieties)

is consistent with the parameterized examples in Sutton [1991] where he
studies the relationship between concentration and the size of the market,
product substitutability and entry costs taking into account fixed investments
to improve quality or lower costs. The intuition is that a larger market may
make R&D competition so fierce that fewer firmsmay be able to survive (and
cover their fixed cost). In a Cournot market we show that there is a finite
number of firms, for any exogenous entry cost, however small, provided that
the inverse elasticity of demand is bounded above and the elasticity of the
innovation possibility curve bounded below. This is akin to the ‘finiteness’ or
‘natural oligopoly’ results of Gabszewicz and Thisse [1979] and Shaked and
Sutton [1983] in the context of a model of vertical differentiation.
Decreasing barriers to entry (by lowering the entry cost)will indeed induce

more firms (and varieties) to enter butwill diminish the incentive of each firm
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to produce and invest in cost reduction. The result that increasing product
substitutability increases innovation effort but may decrease the number of
varieties introduced is consistent with the findings in Boone [2000] for
symmetric market structures. The results also generalize those obtained by
Raith [2003].
The plan of the paper is as follows. Section 2 considers Bertrand markets

with product differentiation analyzing the cases of restricted and free entry.
Section 3 summarizes the results and develops the empirical implications.
Section 4 performs a robustness analysis in Cournot markets with
homogeneous products. Section 5 explores extensions of the results (an
alternative measure of competitive pressure, quality innovation, and the
effect of spillovers). Concluding remarks close the paper, and the Appendix
collects several proofs and the details of the examples.

II. BERTRAND COMPETITIONWITH PRODUCT DIFFERENTIATION

In this section I consider Bertrand markets with differentiated products. I start
with the case with restricted entry and perform a comparative statics exercise
with thenumberoffirmsandwith thedegreeofproduct substitutability (Section
2.1). A robustness exercise with respect to the strategic commitment effect of
R&D is performed and I comment also on using a switch from Cournot to
Bertrand competition to indicate a higher competitive pressure. I consider then
the caseof free entryandstudy the comparative statics propertieswith respect to
the degree of product substitutability, size of the market and entry cost.
Consider a differentiated product market with n firms, where each firm

produces a different variety and FX0 is the sunk cost of entry. The demand
system for the varieties is symmetric and is given by the smooth (whenever
demand is positive) and exchangeable functions xi 5SDi(p), p5 (p1, . . ., pn),
i5 1, . . ., n, where S denotes the size of the market (number of consumers,
say).6 Demand is downward sloping @Di

@pi
<0, products are gross substitutes

@Di

@pj
>0; j 6¼ i, and the Jacobian of the demand system is negative definite.
Firm i can invest zi in R&D to reduce its constant marginal cost of pro-

duction ci according to a smooth innovation function ci5 c(zi) with c(z)4 0,
c0(z)o 0, and c00(z)4 0 for all z4 0. The level of the innovation function c( � )
can be taken to be an indicator of the underlying scientific base in the industry.
The elasticity of the innovation function g(z) � � zc0(z)/c(z) provides an index
of opportunities to innovate in the industry, with a higher g( � ) indicating
increasing opportunities, and is an important determinant ofmarket structure
and endogenous variables. The cost for firm i of producing output xi is c(zi)xi.

6 That is, interchanging the prices of rival goods does not affect the demand for any good (as a
function of its own price) and any two goods that sell at the same price have the same demand.
Formally, the demand system can be described by a unique demand function for any good
depending on its own price and the prices of rivals, Di (pi ;p� i)5D(pi ;p� i ) for all i.
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The profits for firm i are therefore

pi ¼ ðpi � cðziÞÞSDiðpÞ � zi � F :

II(i). Restricted Entry: Price-Pressure and Demand Effects

Let thenumber of firms nbe fixedandS5 1.Consider the simultaneous-move
game in which each firm chooses an investment-price pair. This can be
interpretedalso as anopen-loop strategy in a two-stage investment-price game
(or just a two-stage game where actions in the first stage are not observable).
LetH(p;z) � Di(p, . . ., p;z) be the demand for a variety when all firms set the

sameprice (theChamberlininanDDfunction)where z is aparameter thataffects
demand.H is ameasureof theaveragedemand forvarieties. Iwill consider z5n,
the number of firms, and z5s, a measure of product substitutability (typically,
the elasticity of substitutionbetweenany twoproducts, either theAllen-Hicks or
the direct elasticity of substitution). For convenience we will think of n as a
continuous variable but all results hold with n discrete. It follows from
our assumptions that @H@p ðp; zÞ � @Di

@pi
ðp; :::; p; zÞ þ

P
j 6¼i

@Di

@pj
ðp; :::; p; zÞ<0.7 Let

hðp; zÞ � @Di

@pi
ðp; :::; p; zÞ and note that h(p;z)o0. The parameter z will be

suppressed to ease notation in functions when no confusion is possible. A very
wide range of demand systems fulfill the assumptions.
Fix a symmetric profile of investment zi 5 z and consider an associated

(interior) symmetric Bertrand equilibrium p(z,z). In equilibrium we have that

L � p� c

p
¼ 1

Z
;

where L is the Lerner index and

Z � � p

Hðp; zÞ hðpÞ

is the (absolute value of the) elasticity of demand for an individual firm.
If z5 n then typically @Z

@n>0, and increasing the number of firms increases
the elasticity of demand and decreases prices. If z5 s then typically @Z

@s>0,
and increasing product substitutability decreases prices.8 Table 1 provides

7 See Vives [1999], Sec. 6.3.
8 Suppose that demands come from a representative consumer with (strictly quasiconcave)

utility function U(x0,x), where x is the vector of differentiated commodities and x0 is the
numéraire (this a generalization of the quasilinear case, for whichW(x0, x)5 x0þU(x)). For a
symmetric allocation, denote by s the (Allen–Hicks) elasticity of substitution between any pair
of differentiated goods, by s0 the elasticity of substitution between the numéraire and a
differentiated good, and by ZI the income elasticity of the demand for a differentiated good.
Assuming that the latter is bounded, at a symmetric Bertrand equilibrium we have
Z ¼ ms0 þ ð1� mÞsðn� 1Þn�1 þ ð1� mÞZI n�1, where m is the expenditure share of the
numéraire good. It is clear that Z increases with s. Increasing n has a more complex effect in
the formula, but typically it will (among other effects) increase Z by weakly increasing s. See
Benassy [1989] and Vives [1999], Sec. 6.4.
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properties of examples of several commonly used demand systems: linear
(Shapley & Shubik [1969] and Bowley [1924] specifications), location (Salop
[1979]), constant elasticity, constant expenditure demand systems (with
exponential and constant elasticity specifications) and logit.
From the structure of the profit function pi it should be clear that the

incentive to reduce cost is larger when the firmproduces a larger output. The
question therefore is how parameter changes affect output in equilibrium.
Let x(z;z) � H(p(z,z);z) be the equilibrium output per firm in the Bertrand
equilibrium for a given z. The decomposition

@x

@z
¼ @H
@p

@p

@z
þ @H
@z

is instructive. The term

@H

@p

@p

@z

is the price-pressure effect: increasing z decreases p (in the leading examples
consideredwitheitherz5nor z5s),which in turn increasesdemand.The term

@H

@z

is the demand effect: the direct impact of z on demand.We will see how, when
z5n, the price-pressure and the demand effects have different signs, provided
the average demand for the differentiated varieties is decreasing in n (@H/
@no 0), and the latter effect typically dominates as we shall see. The basic
reason for thedominance is that theprice-pressure effect is an indirect onewhile
the demand effect is a direct one.On the other hand, if z5s then typically both
the price-pressure effect and the demand effect (weakly) work in favor of more
output and R&D expenditure. Indeed, there is no presumption that increasing
the elasticity of substitution will decrease the average demand for varieties.
We say that a symmetric and interior equilibrium is regular if (at the

equilibrium) B � ððp� cÞ@h@pþ hþ @H
@p Þc00H þ ðc0Þ

2h@H@p <0. This condition is
used in Proposition 1, which provides the comparative statics analysis of
innovation effort with respect to the number of firms (z5 n) and product
substitutability (z5 s).

Proposition 1. Let the demand system fulfill @Di

@pi
<0 and @Di

@pj
>0 for j 6¼i with

negative definite Jacobian, and let c0o 0 and c004 0. Consider a symmetric
regular interior equilibrium ðp�; z�Þ. Then the following statements hold.

[i]
sign

dz�

dz

� �
¼ sign

@x z; zð Þ
@z

� �
¼ sign

@H

@p

@pðz; zÞ
@z

þ @H
@z

� �
;

where (p(z, z),x(z;z)) is the symmetricBertrand equilibrium for given z and z.
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[ii] When changing the number of firms n for linear, constant elasticity,

logit, and constant expenditure demand systems, we have @H
@n <0 and

@Z
@n>0; the demand effect dominates the price–pressure effect, and
@xðz;nÞ
@n <0.9

[iii] When varying product substitutability s in all cases considered, @Z@s>0.
For linear (Shapley-Shubik specification), logit, and constant expendi-

ture demand systems, @H@s ¼ 0; for constant elasticity, @H@s >0. For these

cases, price–pressure and demand effects work (perhaps weakly) in the

same direction and so @x z;sð Þ
@s >0. The logit system (like classical location

models) is a boundary case with neither price–pressure nor demand

effects and so @x z;sð Þ
@s ¼ 0. For the linear demand specification of Bowley,

@H
@s <0 and @x z;sð Þ

@s <0.

Proof: Fix a symmetric profile of investment zi 5 z and consider an
associated (interior) symmetric Bertrand equilibrium p(z, z). The first-order
condition for a symmetric interior equilibrium is ðp� cÞ@Di

@pi
þDi ¼ 0; or

fðp; zÞ � ðp� cÞhðp; zÞ þHðp; zÞ ¼ 0:

If @f@p ¼ ðp� cÞ@h@pþ hþ @H
@p <0 it is immediate that

sign
@pðz; zÞ
@z

� �
¼ sign ðp� cÞ @h

@z
þ @H
@z

� �
¼ sign � @Z

@z

� �
:

A symmetric (interior) equilibrium of the full investment–price game 10

will satisfy the first–order condition for investment: � xc0(z)� 15 0 or

Cðz; zÞ � �Hðpðz; zÞ; zÞc0ðzÞ � 1 ¼ 0:

A sufficient condition for @C/@zo 0 is

B � ðp� cÞ @h
@p
þ hþ @H

@p

� �
c00H þ ðc0Þ2h @H

@p
<0:

Note that Bo 0 implies that @f@p<0.
We are now ready to assess the impact of the parameter z on the

equilibrium z. From dz
dz ¼ �

@C=@z
@C=@z we have that

sign
dz

dz

� �
¼ sign

@C
@z

� �
¼ sign �c0 @xðz; zÞ

@z

� �
;

9When Bo 0 we have that signdz
�

dn
¼ sign @H

@p ðp� cÞ@h@n� @H
@n ðp� cÞ@h@pþ h
� �n o

and signdp
�

dn
¼

sign ðp� cÞ@h@nþ @H
@n

� �
c00H þ c0ð Þ2h@H@n

n o
. A sufficient condition for dz�

dn
<0 is that @h@n>0 and @h

@p<0.
10 If pi ¼ pi � cðziÞð ÞDiðpÞ � zi is strictly concave in (pi, zi), then some mild boundary

conditions ensure the existence of an interior equilibrium.
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where x(z;z) � H(p(z, z);z) is the equilibriumoutput per firm in the Bertrand
equilibrium for a given z and the result in (i) follows. Note that, indeed,
we have that innovation effort and individual output move in the
same direction: sign dx

dz

n o
¼ sign @xðz;zÞ

@z

n o
because dx

dz ¼
@xðz;zÞ
@z

dz
dzþ

@xðz;zÞ
@z and

sign @xðz;zÞ
@z

n o
¼ sign �c0hf g>0.

The results in (ii) and (iii) follow from Table 1 and the characterization of
the examples in theAppendix. &

Remarks

� The parameter z could also be interpreted as ‘regulatory pressure.’ It is
then akin to our product substitutability measure with @Z

@z>0 and @H
@z ¼ 0.

Increasing z would exert price pressure, increasing per firm output and
cost reduction expenditure. The same effect would be obtained with a
binding price cap (orwith an increase in a sales tax paid by the firmswhen
the price is regulated).11

� We can extend the characterization in Proposition 1(i) removing
regularity conditions using lattice-theoretic methods as long as we
restrict attention to extremal equilibria (I do so explicitly for theCournot
case in Proposition 7 in the Appendix).

Table 1 provides the properties of the examples claimed in Proposition 1, as
well as computed equilibrium solutions for c(z)5az� g with a4 0 and g4 0
and for the demand systems of constant elasticity, constant expenditure
(constant elasticity specification), and logit. (The Appendix provides details
for each example.) The parameter a can be related to the underlying scientific
base in the industry. For those computed examples we find also that R&D
intensity (R&Dcost reductionexpenditureover sales) z�

p�x� is increasing innand
s. For the constant expenditure-constant elasticity and logit we have also that
nz� increaseswith nands (no effect for the logit).All this holds true also for the
constant expenditure (constant elasticity specification) demand case with
c(z)51/(Aþ z) withA4 0 inTable 2. It is worth noting therefore that despite
the fact that z� is decreasingwithnausualmeasureof thefirm’sR&Dintensity,
as well as total R&D intensity, is in fact increasing in n in the examples.

II(i)(i). Strategic Commitment Effects

It may be asked if the results are robust with respect to strategic effects.
Toward this end I analyze the subgame-perfect equilibria (SPE) of the two-
stage game in which firms first invest in cost-reducing R&D F the
investments are observable F and then compete in prices. Denote by
p�ðzi; z�iÞ; i5 1, . . ., n, a second-stage Bertrand equilibrium for a given

11With unregulated prices it is easy to see that an increase in a proportional sales tax paid by
the firms would increase prices and reduce output and innovation effort.
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investment profile z and let

p�i ðzi; z�iÞ � cðziÞ
� �

Di p
�ðzi; z�iÞð Þ � zi

be the corresponding profit of firm i in the reduced–formgame at the first stage.
It is not difficult to see that, at a symmetric interior SPE of the two-stage

game ðz; p�ðzÞÞ; we have H(p)þ (p� c(z))h(p)5 0 and �c0ðzÞH � 1þ
ðp� cðzÞÞðn� 1Þ@Di

@pj

@p�j
@zi
¼ 0. The term

ðp� cðzÞÞðn� 1Þ @Di

@pj

@p�j
@zi

is the strategic commitment effect and it does not appear in the
characterization of the equilibrium in the simultaneous move game. With

strategic complementarity in prices and the condition @H
@p þ hþ ðp� cÞ@h@p<0,

it follows that
@p�j
@zi
)0 and therefore ðp� cÞðn� 1Þ@Di

@pj

@p�j
@zi
)0because goods are

gross substitutes @Di

@pj
*0. Increasing the innovation effort of firm i reduces the

equilibrium prices of rivals, because firm i is more aggressive and best
responses are upward sloping. In order to perform comparative statics with
respect to n note that the SPE z will be characterized by

Uðz; nÞ � �c0ðzÞxðz; nÞ � 1þ p�ðz; nÞ � cðzÞð Þðn� 1Þ @Di

@pj

@p�j
@zi
¼ 0

with xðz; nÞ � Hðp�ðz; nÞ; nÞ and, provided @U
@z<0, we have that sign dz

dn

� �
¼

sign @U
@n

� �
. It is worth noting that the strategic commitment effect makes

firms invest less because it softens price competition.
In order to find the sign of @U=@n we know already that

sign @
@n �c0ðzÞH � 1ð Þ
� �

¼ sign �c0@xðz;nÞ@n

n o
¼ sign @xðz;nÞ

@n

n o
. This confirms

the result in the simultaneous-move game, with dz/dno 0 when @x(z;n)/
@no 0. However, the derivative of the strategic commitment effect with
respect to n has an ambiguous sign. The reason is that increasing the number
of firms may induce the firms in the first stage to distort their investment
more (because there will be more competition at the second stage) or to
distort it less (because, with more firms, the possibilities of manipulating the
second-stage price equilibrium diminish).
Nonetheless, tedious algebra shows that, in the case of constant expen-

diture demand system (with constant elasticity specification for demand and
constant elasticity innovation costs) as well as in the Shapley-Shubik linear
demand system and the logit case (both for a general innovation cost
function) the result of the simultaneous game holds and dz/dno 0. In all
these examples investments at the first stage are strategic substitutes.
Furthermore, in these examples the same comparative statics with respect to
s hold: dz/ds4 0 for the first and second cases and dz/ds5 0 for the logit.

432 XAVIER VIVES

r 2008 The Authors. Journal compilationr 2008 Blackwell Publishing Ltd. and the Editorial Board of The Journal of Industrial
Economics.



Using the Bowley linear demand system, Qiu [1997] finds that sign dz
ds

� �
¼

sign @x
@s

� �
<0 in the strategic two-stage game. This is the same result as in the

simultaneous game according to Proposition 1.

II(i)(ii). Bertrand and Cournot

We can think of still another way to change competitive pressure in the
market: by switching from Bertrand to Cournot. It is well known that
Bertrand equilibria tend tobemore competitive thanCournot equilibria (see
Vives [1985], Singh and Vives [1984], and Vives [1999], Chap. 6) for a precise
statement of the needed conditions). Typically we would then have, at
symmetric equilibria and for the same level of costs, that theBertrandoutput
will be larger than the Cournot output and hence the incentive for cost
reduction is greater in the former. However, this conclusion need not be
robust to strategic commitment effects. Indeed, in Cournot (with strategic
substitutes competition) it pays a firm to overinvest in order to gain an
advantage, whereas in Bertrand (with strategic complements) it pays to
underinvest in order to gain an advantage (Fudenberg and Tirole [1984]).
This means that Cournot competition may induce more cost-reduction
effort owing to this strategic effect even though the output in Bertrand may
be higher (see the linear-quadratic models of Bester and Petrakis [1993], Qiu
[1997], and Symeonidis [2003]; in the latter, R&D increases product quality
in a quality-augmented version of the Bowley demand system). However, it
should be noted that, in general, if we want to know how an increase of
competitive pressure in a particular industry affects innovation effort, then a
comparison between Bertrand and Cournot equilibria will not be appro-
priate. Indeed, institutional features of the market typically determine the
mode of competition.12

II(ii). Free Entry

In this section I analyze markets with free entry and perform a comparative
statics analysiswith the size of themarket, the size of the entry costFX0, and
the degree of product substitutability. Firms choose whether to enter or not
at a first stage and then choose simultaneously investment and price.13

For any given n consider a regular (i.e., withBo 0) symmetric equilibrium
at the second stage with associated profits per firm of pn. At a free-entry

12 See Vives [1999], Chap.7.
13Alternative game forms involve firms choosing simultaneously whether to enter, their

investment in cost reduction, and level of output (Dasgupta and Stiglitz [1980]); or entry and
investment at a first stage followedbymarket competition (Boone [2000]); or a sequential three-
stage entry-investment-market competition (Sutton [1991], Suzumura [1995]. See Mas-Colell,
Whinston, and Green [1995], Sec. 12E for a careful discussion of the differences in the game
forms when there is no investment in cost reduction. Novshek [1980] and Kihlstrom [1999]
consider simultaneous entry and output or price decisions.
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equilibriumwith nefirms in themarket, each firmmakes nonnegative profits,
pne*F , and further entry would result in negative profits, pneþ1<F
(I assume that firms when indifferent enter). If pn is strictly decreasing in n
then there can be at most one free-entry equilibrium, and there will be one if
pn tends to zero as n grows.
A sufficient condition for profits at a symmetric equilibrium, pn, to be

strictly decreasing in n is that

bB � ðp� cÞ @h
@p
þ hþ @H

@p

� �
c00H þ ðc0Þ2h2)0

This is an strengthening of condition B � ðp� cÞ@h@pþ hþ @H
@p

� �
c00H þ

ðc0Þ2h@H@p <0 (note that @H=@pj j< hj j). Assuming @H
@n <0 and @Z

@n>0, yields the

result.14

I will finesse the game form positing a free-entry zero-profit condition.We
will say that the free-entry equilibrium is regular if dpn/dno 0 for n5 ne. If ne

is such that pn 5F, then the free-entry number of firms is [ne].15 Obviously, if
we have a result, say, that dne

dS
>0, this means that d½ne�

dS
*0.

II(ii)(i). Comparative Statics with Market Size and Entry Cost

Let the demand function be parameterized by the number of varieties n,
yielding HðpÞ � Di p; :::; p; nð Þ.

Proposition 2. Consider a symmetric regular interior free–entry equilibrium
(pe,ze,ne). Under the assumptions of Proposition 1, suppose that @H@n <0 and
@Z
@n>0; then

sign
dze

dS

� �
¼ sign

dxe

dS

� �
¼ sign � dpe

dS

� �
>0

and

sign
dne

dS

� �
¼ sign � bBn o

:

14 This follows because

dpn
dn
¼ p� cð Þ @H

@n
þ dp

dn

@H

@p
� h

� �� �
and dpn

dn <0 if and only if�@H@n bBþ @H
@p � h
� �

ðp� � cÞ@h@nþ @H
@n

� �
c00H<0 (since @H@p � h>0; c00H>0,

and sign ðp� cÞ@h@nþ @H
@n

� �
¼ sign �@Z@n

n o
). Alternatively, with Bo 0 a sufficient condition for

dpn=dn<0 is that dp=dn<0.
15 The brackets [x] denote the largest integer less than x.
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Furthermore,

dne

dF
<0; sign

dze

dF

� �
¼ sign � dzn

dn

� �
;

and

sign
dpe

dF

� �
¼ sign � dpn

dn

� �
;

where (pn, zn) is the equilibrium with exogenous n evaluated at n5 ne.
The symmetric regular interior free-entry equilibrium (pe, ze, ne) will fulfill

the FOCs for price (p� c(z))h(p;n)þH(p;n)5 0 and cost reduction effort
�SH(p;n)c0(z)� 15 0, as well as the zero profit condition (p� c(z))
SH(p;n)� z�F5 0. The results follow by differentiating totally the
equilibrium conditions under the assumptions (see the Appendix).
Increasing the size of the market reduces cost (process innovation) and

may increase or decrease the number of varieties (product introduction).
The first results follows from an output expansion effect in a larger market.
Increasing market size increases the number of firms less than proportio-
nately, if at all, and thus increases individual firm output and innovation
effort. The potential downward pressure exerted on cost reduction effort by
an increase in the number of firms is overwhelmed by the expanded market.
However, increasing market size may decrease the number of firms and
varieties. The reason is that increasing the market size may increase R&D
rivalry so much, increasing per firmR&D expenditure, as to leave less room
for entrants. That is, profits are pushed down for a given number of firms
because the direct profitability-enhancing effect of market expansion is
overwhelmed by the indirect effect of increased rivalry in R&D and prices.
Obviously, when ne increases with S, industry cost reduction expenditure
neze increases with S. This is the case in the constant elasticity (provided
b4(1þ g)� 1), constant expenditure-constant elasticity and logit examples.
Increasing the entry cost reduces the number of firms and products

introduced (indeed, under our assumptions profits are decreasing in n), and
it affects price and cost reduction expenditure per firm depending on the
impact of a decreased number of firms. Typically (see examples in Table 1)
we have that decreasing n increases z and p, and increasing F will therefore
decrease n and increase p and z. Increasing the entry cost then has the
(perhaps paradoxical) effect of increasing cost reduction expenditure per
firm. The reason is that it decreases the number of entrants, and each entrant
produces more and has more incentive to reduce costs. Decreasing entry
barriers (F) will always increase the number of firms and varieties but it
will also decrease individual cost reduction efforts. It still can be true that
the industry cost reduction expenditure neze increases as F decreases. This is
the case in the constant elasticity (provided b4(1þ g)� 1), constant
expenditure-constant elasticity and logit examples in Table 2 (as well as in
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the constant expenditure-constant elasticity demand case with innovation
function c(z)5 1/(Aþ z)).
All the demand systems considered (linear, constant elasticity, constant

expenditure, and logit demand systems) fulfill @H@n <0 and @Z
@n>0 (see Table 1).

Table 2 provides the endogenous market structure counterpart of Table 1
with computed examples. The Appendix provides computational details of
the results reported in Table 2. In all the cases considered in Table 2 when
c(z)5 az� g with a4 0 and g4 0 we have that sign dne

dS

� �
¼ sign � bBn o

*0
(with strict inequality for constant expenditure-CES, logit and CES with
F4 0, and equality for CES, constant expenditure-CES with F5 0). In all
those cases a larger market implies more variety.16

The result that sign dne

dS

� �
¼ sign � bBn o

and the sufficient condition toobtain
a unique free-entry equilibrium (profits decreasing in n), bB)0, may suggest
perhaps that we will find more often that increasing market size increases
product variety than theopposite result.The reason is thatweneed the indirect
increased rivalry effect to dominate the direct profitability-enhancing effect of
market expansion to overturn the result. The direct effect dominates in the
collected examples above but is by nomeans a universal result. An example is
provided by the constant expenditure-CES demand system with the
innovation function c(z)5 1/(Aþ z) and FoA. We have that sign dne

dS

� �
¼

sign F � Af g and for FoA there is less variety in a largermarket.17 This type
of situation is not empirically irrelevant, as documentedby thework of Sutton
[1991] where industries with a large market may be concentrated. Obviously,
for F�A4 0 we have that dneze

dS >0 since dne

dS>0 and dze

dS>0:
We see therefore that innovation effort and concentration have an

ambiguous relationship. Increases in market size will increase z but may
increase or decrease ne.

II(ii)(ii). Comparative Statics with Product Substitutability

Let the demand functionbeparameterizedby z, yieldingHðpÞ � Diðp; :::; p; zÞ
with z5 n or z5s.

Proposition 3. Consider a symmetric regular interior free-entry equilibrium
(pe,ze,ne). Under the assumptions of Proposition 1, suppose that @H@n <0; @Z@n>
0; @H@s*0 and @Z

@s>0, then at the equilibrium

sign
dze

ds

� �
¼ sign

dxe

ds

� �
¼ sign � dpe

ds

� �
>0

16 In the CES case when F5 0 and b) 1
gþ1; then profits are strictly positive for all n and

ne 51. (See Appendix.)
17 For a free-entry equilibrium to exist when FoA we need that 2ne�1

ðne�1Þ<s and this implies
necessarily that bB>0.
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and sign dne

ds

� �
is ambiguous but

dne

ds
<0 if

@H

@s
¼ 0 or if bB>0:

The proof of the proposition follows along similar lines than that of
Proposition 2 and can be found in the Appendix.
The assumptions on demands are fulfilled for all the examples (except the

Bowley variation of linear demands). When @H
@s ¼ 0 – as in the linear

(Shapley-Shubik), constant expenditure, and logit demand systems – we
have that dne

ds<0. It should be clear why this is so. When changes in s are
demand-neutral, increasing s decreases profits and the zero-profit entry
condition is restored by decreasing the number of entrants.18 Increasing the
degree of product substitutability increases output and cost reduction
expenditure per firm, provided the average demand for varieties (in terms of
the demand for simultaneous price movements H( � )) does not shrink.
The reason is that if @H

@s ¼ 0 increasing s has no effect on demand but
increases price pressure and decreases the number of entrants enticing a
higher output and innovation effort per firm; if @H@s>0 then increasing s has
the direct effect of expanding the market overcoming any possible adverse
indirect effect on individual output and innovation effort if the number of
entrants were to increase. It is worth noting that even if dne

ds<0 it still can be
true that the industry cost reduction expenditure neze increases as s
increases. This is the case in the constant expenditure – CES and logit
examples with constant elasticity innovation function. In the constant
expenditure-CES demand case with innovation function c(z)5 1/(Aþ z) we
have that sign dneze

ds

� �
¼ signfF � Ag.

The parameter s could also be interpreted as ‘regulatory pressure,’ with
@Z
@s>0 and @H

@s ¼ 0. An increase in regulatory pressure would then decrease
price while increasing cost reduction expenditure per firm and concentra-
tion. Again, this would be the effect of a binding price cap or the increase in a
sales tax with regulated prices.

II(ii)(iii). Market Power, Concentration, Product Substitutability and
Innovation

In a free-entry equilibriumwe have fromBertrand pricing (where here zmay
represent S or s) that

p� c

p
¼ 1

Zðp; n; zÞ ;

18 In the constant elasticity (CES) case we have that ne is strictly decreasing in s when F5 0
(and b> ð1þ gÞ�1>by) even tough @H=@s>0. (See Appendix.)

INNOVATION AND COMPETITIVE PRESSURE 437

r 2008 The Authors. Journal compilationr 2008 Blackwell Publishing Ltd. and the Editorial Board of The Journal of Industrial
Economics.



and combining the free entry condition (p� c(z))SH(p;n)� z�F5 0 with
the FOC for cost reduction expenditure �SH(p;n)c0(z)� 15 0 we obtain

p� cðzÞ
p

¼
1þ F

z

1þ F
z
þ 1

gðzÞ
;

where gðzÞ � �zc0ðzÞ=cðzÞ. Therefore

L � p� cðzÞ
p

¼
1þ F

z

1þ F
z
þ 1

gðzÞ
¼ 1

Zðp; n; zÞ :

From these expressions and our examples we can derive a series of
observations, some of which run counter to common intuition and even
practice in empirical model-building.

� The relationship between market power (Lerner index) and cost
reduction expenditure per firm is ambiguous:

sign
@L

@z

� �
¼ sign � F

z2
g�1 þ 1þ F

z

� �
g0

g2

� �
:

If g040 and F4 0 then L is strictly decreasing in z. If F5 0 then
sign @L

@z

� �
¼ signfg0g and thus, if g04 0, L is strictly increasing in z.

It follows that, if s or S increase (and hence z also increases) then
L decreases when g040 and F4 0 or if g0o 0 and F5 0. This is the case
in particular if g is constant with F4 0. The ambiguity in the relation-
ship between a classical measure of market power like the Lerner index
and innovation effort relates to the Schumpeterian theme making
clear that the belief that market power and innovation effort move
together is naive.

� However, total R&D intensity (including the cost F of introducing a
variety) and market power move together: L5 (zþF)/px. In some
circumstances F can be interpreted as expenditure on product introduc-
tion and then L5 (zþF)/px can be interpreted as total R&D intensity.
If g is increasing in z and F5 0, then increasing S increases z, L and
R&D intensity. If F5 0 and g is constant, the degree of monopoly power
L is determined by technological considerations (the elasticity of the
innovation function) and R&D intensity is independent of market size
S or product substitutability s. This latter case would be consistent with
the empirical evidence that indicates that R&D intensity is independent
of firm size.19 In the CES and constant expenditure-CES examples
L decreases with S while in the logit case it increases with S. In

19 The number of varieties introduced ne increases with S if Z is increasing in p. This is so
because Z is independent of S and strictly increasing in n, and also increasing S decreases p.
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the constant expenditure-CES case with the innovation function
c(z)5 1/(Aþ z) we have that sign dL

dS

� �
¼ signfA� Fg.

� The relationship between market power (Lerner index) and product
substitutability is ambiguous. Increases in product substitutability s need
not go together with decreases in the Lerner index L. This is so because
increasing s may bring an increase in concentration which more than
compensates for the direct effect of the augmented substitutability. In
particular, it could be that an increase in s increases market power (L) and
innovation effort z. Thiswill happen, for example,with g040 20 andF50,
or F small as in the constant expenditure-constant elasticity case with the
innovation function c(z)5 1/(Aþ z) when A4F (then sign dL

ds

� �
¼

signfA� Fg>0). In this latter case increasing sð� 1þ rÞ decreases ne so
much that L diminishes despite the direct impact of the increase in s. This
situationwouldbe at oddswithwork (e.g.Aghion et al. [2002]) inwhich the
Lerner index, or an approximation to it, is taken as a proxy for competitive
pressure measured by s. However, we see from Table 2 that the Lerner
index is decreasing in s in the constant expenditure-CES21 and logit cases
(s � 1/m)) with innovation function c(z)5 az� g. Then the direct effect of
the increase in s overwhelms the indirect effect via the decrease in ne.

� The Lerner index and the level of concentration may move in opposite
directions. If F4 0 and g is constant, then the Lerner index is strictly
decreasing with s. It follows that increasing s increases z, decreases L
(andR&D intensity) and also decreases ne if @H@s ¼ 0. This does happen in
the constant expenditure-constant elasticity case or in the logit where
sign @ne

@s

� �
¼ sign @Le

@s

� �
<0 (see Table 2). The fact that market power and

concentration may not move together should not be surprising once we
have taken into account that market structure is endogenous. Indeed,
stronger competitive pressure (say via increased s) may yield decreased
margins but increased concentration as fewer firms find it profitable to
enter the market. The result is that we may have a high level of (market
power and) R&D intensity and a high number of varieties (low
concentration) when substitutability (s) is low, parallel to the result
obtained by Sutton [1996] in a linear demand example with Cournot
competition and quality-enhancing investments.

� The relationship between concentration and cost reduction expenditure per
firm is ambiguous. As stated before, increasing market size always raises
cost reduction expenditure per firm but may increase or decrease the
number of varieties.

� Market power (Lerner index) increases with higher entry barriers. We see
fromTable2 that theLerner index is increasing inF in theconstant elasticity,

20Note that sign g0 ¼ sign 1þ gþ c00z
c0

� �
. Then �c0z

c
þ c00z

c0 <0 if and only if c is log-convex.
21 The fact thatL is decreasing in s validates the conjecture ofAghion et al. [2002], p. 13, fn.9.
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constant expenditure-constant elasticity and logit cases with constant
elasticity innovation functionaswell as in theconstantexpenditure-constant
elasticity case with the innovation function c(z)51/(Aþ z).

Incentives in the Salop [1979] model (Raith [2003]) The incentive model
by Raith [2003] provides a nice illustration of our results. The author
considers the model of Salop [1979] with a mass of consumer S uniformly
distributed on a circle of circumference 1 and with quadratic transportation
costs having parameter t. Each of the n firms has a cost

ci ¼ c� ei � ui;

where ei is the unobservable effort exertedby themanager of the firmand ui is
normally distributed idiosyncratic noisewithmean 0 and variance v. Owner i
offers a linear contract to his manager, with compensation wi ¼
si þ biðc� ciÞ, to reduce costs. After all managers have chosen their effort
levels, costs are realized (and are private information to the firms), firms
compete on prices, and a (Bayesian) Bertrand equilibrium obtains.
Managers have constant absolute risk aversion r, quadratic cost of effort
k
2
ðeiÞ2; and a reservation utility of 0. Given that the manager of i will choose
ei 5 bi/k, firm iwill set si ¼ � 1

2k
ð1� krvÞðbiÞ2 so that themanagerwill obtain

a zero expected utility. The expected compensation of the manager will be
wi ¼ si þ biei ¼ 1þkrv

2k ðbiÞ
2; the expected cost, ci ¼ c� bi=k ¼ c�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2wi

kð1þkrvÞ

q
.

In terms of our model, then,

cðzÞ ¼ c�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2z

kð1þ krvÞ

s
:

Under some parameter restrictions, and for a fixed number of firms n,
Raith shows that there is a symmetric equilibrium for the overall game and
that cost reduction effort is independent of s � 1=t. Furthermore, with free
entry and with firms paying an entry cost F, cost reduction effort is
increasing in s,S, andF. All these results follow fromPropositions 1, 2 and 3
Fnoting that in the Salop model @H@p ¼ @H

@s ¼ 0.
In this section we have obtained robust results of the impact on process

innovation and product introduction of several standard indicators of
increased competitive pressure in a world of price competition with product
differentiation. In short, we have found that with restricted entry increas-
ing the number of firms lowers incentives for process innovation while
increasing product substitutability raises them; with free entry, increasing
market size and/or product substitutability increases process innovation
incentives and has an ambiguous impact on product introduction. Raising
entry barriers decreases new product introduction but raises cost reduction
effort per firm.

440 XAVIER VIVES

r 2008 The Authors. Journal compilationr 2008 Blackwell Publishing Ltd. and the Editorial Board of The Journal of Industrial
Economics.



III. SUMMARY AND LINKS TO EMPIRICAL ANALYSIS

The results and testable empirical implications of our analysis may be
summarized as follows. (See Table 3)

� In markets with restricted entry: More competitive pressure in terms of a
larger number of firms means less cost reduction expenditure per firm,
whereas more competitive pressure in terms of a greater product
substitutability (that does not shrink the average demand for varieties)
means more cost reduction expenditure per firm.

� With free entry: Increasing themarket sizeorproduct substitutability (with
no shrinking of the average demand for varieties) increases cost reduction
expenditure and output per firm. Increasing the market size may increase
or decrease the number of varieties introduced (product introduction)
although the former is more likely than the latter. Increasing product
substitutability will decrease entry and product variety if the average
demand for varieties does not expand. Lowering entry costs will increase
the number of entrants and lower cost reduction expenditure per firm.

In applied work, we may be interested in the behavior of aggregate indicators
of innovation suchas industry cost reduction expenditurenz, research intensity
z/px, or total research intensity (zþF)/px (which coincides with the Lerner
index).We have provided results for the aggregate indicators for the examples
we have dealt with (and some more will be provided in the next section when
dealingwith theCournotmodel). The summary is thatwe obtain robustly that
with restricted entry increasing product substitutability increases both nz and
z/px, andwith free entry lowering the entry cost increases nz, z/px, and (zþF)/
px. The other comparative static results are potentially ambiguous, although
more often in the cases examinedmore competitive pressure (be it increasing n
in the case of restricted entry or increasing S, s or 1/F in the case of free entry)
tends to yield an increase in both nz and z/px.
The empirical literature in many instances has not taken into account

properly the endogeneity of both innovation effort and market structure or
market power measures.

Table 3

Restricted entry Free entry

Indicator n s S s 1/F

Process þ þ �
Innovation � (with no market

contraction)
þ (with no market

contraction)

Product
introduction

� �
(with no market
expansion)

þ
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Afirst consequence has been that inmany studies only aweak relationship
has emerged between market structure and innovation, with factors such as
technological opportunity in the industry looming larger (see, e.g., the
surveys in Scherer andRoss [1990] andCohen [1995]). Several attempts have
been made taking other measures of competitive pressure (like import
penetration: Scherer and Huh [1992] and Bertschek [1995]) or using
instrumental variables (e.g., Levin and Reiss [1988]).
A second, and obvious, consequence is that it is not easy to disentangle the

empirical results obtained and compare themwith the theoretical predictions.
However, in so far as this can be done, the outcome of a cursory review of the
literature is that a story consistent with the model presented in this paper can
be told and several studies point in the direction of our theoretical findings.
I look in turn to evidence on competitive pressure and innovation, and

agency models, and conclude with implications for empirical analysis.

III(i). Evidence on Competitive Pressure and Innovation

Output Expansion Effect of Competition The key role of the output
expansion effect of competition and the inducement to innovate is found in
several papers. Cohen andKlepper [1996a, b] provide compelling evidence of
the positive relationship between R&D expenditure and firm size at the
business unit level, that is output. Bertrand andKramarz [2002] andEbell and
Haefke [2002] provide evidence on the output expansion effect of competition.

The role of market size The empirical literature tends to confirm the role
of market size in explaining the incentives to innovate (see Scherer and Ross
[1990] and Cohen [1995] for surveys as well as Symeonidis [2002a, chap.
6]).22 Acemoglu and Linn [2004] find a large effect of an increase in market
size on the entry (quality improvement) of nongeneric drugs and new
molecular entities in the pharmaceutical industry. The authors also present a
theoretical model with a constant elasticity specification.Kremer [2002] also
builds on the idea that market size drives pharmaceutical research.

The results with free entry suggest also that market integration and
opening of markets may yield unambiguous benefits in terms of innovation
effort or R&D expenditure. Indeed, an increase in market size can result
from international market integration or the dismantling of barriers to
trade. We would thus have a connection between globalization, understood
as the general lowering of transport costs and barriers to trade (see e.g.,
Krugman [1995]), and innovation effort. Our results in particular are

22 Blundell, Griffith and Van Reenen [1999] provide evidence on the positive impact within
industries ofmarket share on innovationoutput for a panel ofBritishmanufacturing firms. The
authors find also that more concentrated industries have less aggregate innovation.
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consistent with the findings in Baily andGersbach [1995] that competition in
the global marketplace is what gives companies a productivity advantage.

Concentration Geroski [1990] looks at what explains the innovations
used byU.K. industries in the 1970’s. Introducing appropriate controls (e.g.,
an index of technological opportunity) he finds a significant negative
influence of the five-firm concentration ratio (and its increase) on innovation
use. Nickell [1996] finds that a lower concentration is associated to a higher
growth in total factor productivity.
In both cases, if innovation use or the productivity increase are associated

with higher effort per firm, this would not be consistent with a restricted
entry situation but could be consistent with a free entry context when
increasingmarket sizeS increases research expenditure ze and the number of
firms ne (lowering concentration).

Product substitutability Syverson [2004a] finds in the ready-mixed
concrete industry that higher (spatial) substitutability, created by transport
costs, increases average productivity. The same author provides evidence
that industries’ median productivity levels are increasing in the degree of
product substitutability of the industry products (Syverson [2004b]). In both
cases, however, the productivity increase is driven by the fact that less
efficient firms are driven out of themarket by stronger competitive pressure.

About the inverted U-shaped relationship The (theoretical) result that in
markets with restricted entry, the R&D expenditure per firm decreases with
the number of firms should be contrasted with some results in the empirical
literature where an inverted U-shaped relationship between market
concentration and R&D effort or output is found (see e.g., Scherer and
Ross [1990], Caves and Barton [1990], and Aghion et al. [2002, 2005]).23 For
highly concentrated markets, a decrease in concentration seems to benefit
innovation, although the effect is reversed for lower concentration levels.
Aghion et al. [2002, 2005] relate ameasure of innovative output (the count of
successful patent applications) to a measure of competition (the Lerner
index24) as a proxy for competitive pressure given by s in a market with a
fixed number of firms [2002] and to a collusion measure [2005]. In their step-
by-step innovationmodel there are two forces: competitionmay increase the
incremental profit from innovating (via an escape-the-competition effect for
firms that have similar cost levels – i.e., that are neck-to-neck) but also may
reduce innovation incentives for laggards when it is intense enough (by
reducing rents to innovation). When competition is low, the first force

23 See also Ceccagnoli [2005] for a nonmonotonic effect in an increase in the number of non-
innovating firms.

24 In fact, they use average cost instead of marginal cost and hence their measure of
competition (in terms of our model) is instead bL � p�c� z=xð Þ

p
¼ L� z

px
.
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dominates; yet when competition is intense, the second does owing to a
composition effect in the steady-state distribution of technology gaps.

These empirical results can be reconciled with the analysis in this paper
under restricted entry conditions provided that competition involves also a
liquidation effect that induces cost-reduction effort.25 Galdón-Sánchez and
Schmitz [2002] provide evidence of the impact of an increased probability of
closure of iron-oremines on productivity gains. The escape-the-competition
effect is akin to our elasticity effect when we measure the intensity of
competition by the number of firms. In our general specification, the
elasticity effect is dominated by the direct demand effect, which is akin to the
reducing rents effect. However, the first effect is made more dramatic
whenever low profits may imply exit and bankruptcy costs (termination
costs for themanager or owner of the firm). By reducing profits, competition
may put in danger the survival of the company and/or its management and
so induce more effort whenever there are liquidation costs (see e.g., Schmidt
[1997]). This means, for example, that increasing the number of firms
increases the probability of liquidation and thus tends to increase cost
reduction effort. This effect is then dominated by the reduction in profit (or
demand) effect when the number of firms grows large.

III(ii). Agency Models

Recent empirical work relates competition to effort exerted by managers and
firm performance. Hubbard and Palia [1995] andCuñat andGuadalupe [2005]
provide evidence ofhowcompetition increases theperformance-pay sensitivity,
respectively, of CEOs in the U.S. banking industry after deregulation and of
CEO, executives, and workers in a panel of U.K. firms after the pound’s
appreciation in 1996. Sharper incentives will be associated to more effort.
Bloom and Van Reenen [2006], using a survey of management practice

data on medium-sized firms from the U.S., France, Germany and the U.K.,
find that competition measured by one minus the Lerner index, import
penetration, and the number of competitors (as self-reported by respondents
to the survey) are strong determinants of managerial effort and managerial
performance (andmanagerial performance is in turn linked to productivity).
Their results would be inconsistent with ours if entry were restricted since in
that case an increase in the number of competitors should instead reduce
managerial effort. However, with free entry the number of firms is
endogenous and the Lerner index depends on product substitutability and
the number of firms on top of the price. The positive association between n,
1�L and innovation effort z can be explained then because the entry cost F
and market size S have been omitted from the regression. For example, we

25Wemight also try to explain an invertedU-shaped relationship between an average Lerner
index and average innovation output (or effort) in an industry with asymmetric firms and
composition effects.
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have seen how higher entry costs are associated with higher L, lower n and
lower z. Similarly, we could have a higher S associated with a higher n and a
lower L (this is the case of the logit).

III(iii). Implications for Empirical Analysis

The results are consistent with the available empirical evidence and help
reconcile itwith the theorywhenwe take account of the differentmeasures of
competitive pressure used by different authors and whether process or
product innovation is considered.
This approach should help to avoid pitfalls in empirical analysis by

making clear what results are robust andwhich ones are not. For example, It
cannot be taken for granted that a good proxy for the degree of product
substitutability, as an indicator of competitive pressure, is the Lerner index.
More importantly perhaps, empirical studies should consider that apparent
relationships between endogenous variables (like R&D expenditure per
firm, the Lerner index and the number of competitors) may be explained by
omitted variables (such as technological opportunity, market size, product
substitutability or entry costs as the case may be). In particular, the number
of competitors can only be taken to be exogenous in markets with restricted
entry like regulated sectors. The Lerner index and the level of concentration
are endogenous variables determined by the fundamentals and therefore an
observed relationship like ‘a lower Lerner index and/or lower concentration
inducemore cost reduction,’ oncewe control for entry costs andmarket size,
may turn into ‘largermarkets andwith lower barriers to entry induce a lower
Lerner and concentration, and more cost reduction.’
Empirical analysis should consider carefully whether innovation is process

orproduct,whether entry is restrictedornot, and includeasmuchaspossibleof
exogenousdeterminantsor instruments likemarket size, entry costs, orproduct
substitutability variables as well as controlling for technological opportunity.
A potential application of these results is to regulated markets. For

example, in banking both the deregulation process in Europe and the
removal of restrictions onU.S. intrastate and interstate branching have been
claimed (by Gual and Neven [1993] and Jayaratne and Strahan [1998],
respectively) to deliver cost efficiencies. Regulatory restructuring in the
electric power sector in theU.S. caused costs at investor-owned plants to fall
by more than costs at municipally-owned plants, where owners mostly were
not affected by restructuring, and costs at investor-owned plants in states
that moved quickly to deregulate fell faster than costs at plants in other
states (Markiewicz et al. [2007]).26More generally, Alesina et al. [2005] show

26Olley and Pakes [1996] in the telecommunications industry andNg and Seabright [2001] in
airlines provide further evidence of productive gains derived from deregulation.
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that in OECD countries, deregulation has tended to increase investment.
This is consistent with our analysis as long as deregulation is interpretable as
increases in market size and/or product substitutability. If deregulation
implies a reduction in entry barriers, then it will increase product variety but
decrease cost reduction effort by individual firms, although total investment
may still increase. The effects of price caps on innovation are discussed in the
pharmaceutical industry. A tighter price cap is akin to an increased product
substitutability with neutral demand effects. The result then is more cost
reduction effort but diminished product introduction.

IV. A ROBUSTNESS ANALYSIS: COURNOT COMPETITIONWITH

HOMOGENEOUS PRODUCT

In this section, I check the robustness of the results obtained in the case of
Cournot markets with homogenous products. I start with the case with
restricted entry and perform a comparative statics exercise on the number of
firms. I also check for the strategic commitment effect of R&D investment.
Then I consider the case of free entry and study the comparative statics
properties with respect to the size of the market and entry cost.
Consider an n-firm Cournot market for a homogenous product with

smooth inverse demand P( � ), P0o 0. Parameterize the demand by the size
of the market S4 0. Inverse demand is then given by p5P(X/S). As before
firm i can invest zi to reduce its constant marginal cost of production ci
according to a smooth function ci 5 c(zi) with c(z)4 0, c0(z)o 0, and
c00(z)4 0 for all z4 0. To enter the market, a firm has to incur a fixed cost
FX0. The profit to firm i is given by

pi ¼ PðXÞxi � cðziÞxi � zi � F ;

where xi is the output of the firm and X is total output.

IV(i). Restricted Entry

Let S5 1 and consider a simultaneous-move game where firm i, for each i of
a given number of firms n, chooses (zi, xi). Consider an (interior) symmetric
equilibrium (z, x) of the game. We say that the equilibrium is regular if

D � ðnþ 1ÞP0 þ nP00xð Þc00xþ ðc0Þ2<0:

With Cournot competition, the price-pressure and the demand effects
collapse into the output effect. It is to be expected again that the direct
demand effect dominates and that output and cost reduction expenditure
per firmdecreasewith the number of firms. This is confirmed in the following
proposition for the usual Cournot case of strategic substitutes competition
(downward sloping best replies or P0 þP00xo 0).
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Proposition 4. Let P0o 0 and let c0o 0, and c004 0. Consider a symmetric
regular interior equilibrium ðz�;x�Þ. Then

sign
dz�

dn

� �
¼ sign

dx�

dn

� �
¼ sign P0 nx�ð Þ þ P00 nx�ð Þx�f g:

The proof is immediate by differentiating the first order conditions for
equilibrium, which yields

dx�

dn
¼� x2 P0 þ xP00ð Þc00

D
;

dz�

dn
¼ xc0 P0 þ xP00ð Þ

D
;

and the result follows since by assumption Do 0, c0o 0, and c004 0. As
before, from the profit function we see that output and cost reduction
expenditure per firm have to move together since a larger output provides a
larger benefit to reduce costs. How individual output in a Cournot
equilibrium x�n changes with the number of firms is dictated by the slope
of best replies, which is determined by sign P0 nx�n

� �
þ P00 nx�n

� �
x�n

� �
. The

reason is that increasing n increases ðn� 1Þx�n and in a Cournot equilibrium
of a symmetric market, individual output equals the best response to the
aggregate output of rivals. Therefore, individual output x�n increases or
decreases according to the slope of the best reply to the aggregate output of
rivals ðn� 1Þx�n.

27 The normal case is that this slope is negative and best
responses are decreasing (strategic substitutes case). Indeed, the conditions
for upward sloping best replies (strategic complements) in Cournot
oligopoly are quite stringent.
Letting the elasticity of the slope of inverse demand be

E � �XP00ðXÞ=P0

we have upward sloping best responses (with constant marginal costs)
if nþ 14E4 n. The first inequality yields uniqueness (and stability) of
the symmetric Cournot equilibrium (ðnþ 1ÞP0 þ nP00x<0 is equivalent to
nþ 14E); the second yields upward sloping best responses (see
Seade [1980] and Vives [1999, Sec. 4.3.1]). If E is constant (encompassing
the linear and constant elasticity cases)28 upward sloping best responses
will hold, if at all, for a single change in the number of firms n. IfE is constant
and we require nþ 14E for all nX1, then 24E and only 24E4 1
is possible.29

27 See pp. 106–107 in Vives [1999].
28 Then demands are of the form P(X)5 a� bX1�E if E 6¼1 or P(X)5 a� b log X if E5 1,

with aX0 and b4 0 if E41 and bo 0 if E4 1.
29 See Amir [1996] and Vives [1999, Sec. 4.1]) for a discussion of why downward best replies

are the normal case in Cournot.
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Existence, uniqueness and regularity conditions

� Sufficient conditions for Do 0 when c004 0 are that P0 þ xiP
00<0 and

ð2P0 þ xP00Þc00xi þ ðc0Þ2<0. These conditions imply that pi ¼ PðXÞxi �
cixi � zi is strictly concave in (xi,zi). Strict concavity plus a mild
boundary condition implies the existence of an interior equilibrium.30

� If Do 0 at any candidate equilibrium then equilibrium is unique.
� Using lattice-theoretic methods, it is possible to extend Proposition 4

removing the regularity conditions, as long as we restrict attention to
extremal equilibria. With downward sloping demand and a decreasing
innovation function plus some mild boundary conditions, interior
extremal equilibria ðx�; z�Þ exist and x� and z� are strictly decreasing
(increasing) in n if Cournot best replies are strictly decreasing (increasing).
The statement of the result and proof are in theAppendix (Proposition 7).

Examples. The models of Dasgupta and Stiglitz [1980] and Tandon [1984]
are particular cases of Proposition 4.

Constant elasticity. (Dasgupta and Stiglitz [1980]) Let PðXÞ ¼
bX�eða ¼ 0;E � 1 ¼ e>0Þ and let c(z)5 azg. The condition nþ 14E4 n
becomes in this case n4 e4 n� 1. Assume that e(1þ g)/gXn4 e (this
implies that Do 0); then there is a unique symmetric equilibrium with

z� ¼ bðg=nÞeae�1 1� e=nð Þ
	 
1= e�gð1�eÞð Þ

and

x� ¼ 1=gað Þ bðg=nÞeae�1 1� e=nð Þ
	 
 1þgð Þ= e�gð1�eÞð Þ

:

If we require that n4 e for all nX1 then z� and x� increase with n only
when going from monopoly to duopoly. Total output nx� and industry
R&D expenditure nz� both increase with n. R&D intensity z�=p�x� ¼
gð1� e=nÞða=bÞe�1 increases with n and with g. It is immediate also that z�

and profit p� increase (decrease) with a if e4 1 (eo 1).

Linear demand (Tandon [1984]) Consider a market with linear demand

p5 a� bX and c(z)5 a� bzd. We need d< 1
2 to guarantee strict concavity of

profitsoffirm iwith respect toxiandzi (ifdo1 thenc( � ) is strictly convex).Then

z� ¼ db2

b nþ1ð Þ

� �1= 1�2dð Þ
and x� ¼ b

ðnþ1Þb

� �
db2

bðnþ1Þ

� �d=ð1�2dÞ
are both decreasing

30 Profits pi are strictly concave in (xi, zi) if c00>0; 2P0 þ xiP
00<0 and

ð2P0 þ xP00Þc00xi þ ðc0Þ2<0. If P0 þ xiP
00<0 then a sufficient condition, to have that ð2P0 þ

xP00Þc00xi þ ðc0Þ2<0 is that c( � ) is sufficiently convex, that is, �c00x=c0>c0=P0>0.
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in n for d< 1
2, while R&D intensity z�=p�x� may decrease or increase with n (it

decreases for d 2 1
5;

1
2

� �
).

Industry R&D expenditure nz� may increase or decrease with n.

IV(i)(i). Strategic Commitment Effects

I analyze the subgame-perfect equilibria (SPE) of the two-stage game where
firms first invest in cost reduction and then compete in quantities. Denote by
x�ðzi; z�iÞ, i5 1, . . . ,n, a second-stage Cournot equilibrium for a given
investment profile and let

V zi; z�ið Þ � P X�ðzÞð Þx�i ðzÞ � cðziÞx�i ðzÞ � zi

be the associated profit for firm i. The following proposition strengthens the
requirements on demand to ensure that investments in the first stage are
strategic substitutes ð @2V@zi@zj

<0; j 6¼ iÞ and that increasing n reduces both
output and cost reduction expenditure per firm. When investments are
strategic substitutes, increasing the number of firms will tend, but need
not – see the example after the proposition – to decrease the cost reduction
expenditure of any firmbecause the aggregate investment of rivals increases.
The following proposition states the result formally (with proof in the
Appendix).

Proposition 5. Consider a symmetric interior SPE of the two-stage game:
z�; x� zi; z�ið Þf gni¼1
� �

. Suppose that P00)0 and that �P0 is log-concave (i.e.,
P0P000 � P00ð Þ2)0). Then investments are strategic substitutes at the first
stage, and we have dz�

dn
<0 and dx�

dn
<0.

For the case of E constant, we can provide an explicit expression for
signfdz�=dng. Let Eo 1þ n,n4 1, and let c( � ) be sufficiently convex
ð�c00x=c0>c0=ðð1þminðn� E; 0ÞÞP0Þ>0Þ, then31

sign
dz�

dn

� �
¼ signfE � 2ðn� EÞ2g:

Therefore, dz�

dn
<0 for E40 (or P0040) 32 and dz�

dn
>0 for 1þ n4E4 n

(strategic complementarity at the output stage). Note however that we could
have dz�

dn >0 for E close to n and 0oEo n, i.e., with strategic substitutes at
the output stage (as well as at the investment stage). This is the case in the
constant elasticity demand model considered by Spence [1984]. Then
E5 1þ e and, with an exponential innovation function (as in the following

31 It can be checked after some tedious computations (see Suzumura [1995]) that with these
assumptions dz�

dn ¼ �
@j=@n
@j=@z with @j=@z ¼ �ð1þ Gðx; nÞÞðc00xþ ðc0Þ2=ð1þ n� EÞP0ÞÞ<0 and

@j=@n ¼ xc0ðzÞðn� 1Þð2ðn� EÞ2 � EÞ=ð1þ n� EÞ2n2.
32 This actually follows from Proposition 2 because �P0 is log-concave if E is constant and

E40 (i.e., P0040).
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example), z� increases from n5 1 to n5 2 for e41/2; for larger n, z� is
decreasing with n. (For eo 1/2 and n5 1 or n5 2, E� 2(n�E)24 0,
whereas for nX3 it is negative.)

An agencymodel with linear demand (Martin [1993]) Here every firmhas
an owner and a manager and the manager’s unobservable effort reduces
cost. The constant marginal cost of firm i is given by

cðyiÞ ¼ mþ yie�li

for m>0; yi a random variable (i.i.d. across firms) with compact positive
support ½y; y�; and li is the labor input (effort) of the firm’s manager.
Themanager observes yi and knows li but the owner does not. The latter sets
up an incentive scheme with a cost target c(yi) and a payment
schedule j(yi). The interpretation is that, given a reported efficiency yi, the
manager must achieve the cost target c(yi) in order to obtain the
compensation j(yi). The utility of the manager equals the compensation
minus the disutility of effort lli, where l4 0. It is easy to check that an
incentive-feasible compensation schedule must satisfy jðyiÞ ¼ llog y

cðyiÞ�m.
Market competition is à la Cournot with linear demand, and in the first
stage, owners compete by setting cost targets. It is then immediate that
the optimal cost target and the compensation are constant. We are thus
in the frame of our model with an innovation function (or reduced–form
cost function)

cðzÞ ¼ mþ yexp �z=lf g; l>0:

Note that c0o 0 and c004 0. Given that demand is linear (E5 0) we have
that dz

dn
<0 or that increasing the number of firms reduces cost-reduction

effort and increases costs. Indeed, this is the result obtained by Martin
[1993].

IV(ii). Free Entry

We look for a free-entry equilibrium in which entering firms incur a fixed
cost FX0. Firms choose whether to enter or not at a first stage and then
choose simultaneously investment and output.
For any given n consider a regular (i.e., with Do 0) symmetric

equilibrium at the second stage with associated profits per firm of pn.
As before, we will say that the free–entry equilibrium is regular if dpn=dn<0
for n5 ne.33

33With Do 0 we have that sign dpn=dnf g ¼ signfð2P0 þ xP00Þc00xi þ ðc0Þ2g;and the second–
order necessary condition yields ð2P0 þ xP00Þc00xi þ ðc0Þ2)0. Profits are strictly decreasing in n
if pi ¼ PðXÞxi � cixi � zi is strictly concave in (xi, zi).

450 XAVIER VIVES

r 2008 The Authors. Journal compilationr 2008 Blackwell Publishing Ltd. and the Editorial Board of The Journal of Industrial
Economics.



Proposition 6. Suppose that the assumptions of Proposition 4 hold and let
(xe, ze, ne) be a symmetric regular interior free-entry equilibrium. Then

sign
dze

dS

� �
¼ sign

dxe

dS

� �
>0:

Furthermore,

sign
dze

dF

� �
¼ sign

dxe

dF

� �
¼ sign � P0 þ x=Sð ÞP00ð Þf g and dne

dF
<0:

At the equilibrium we will have a triple (x, z, n) fulfilling the FOCs for
output and innovation effort as well as the zero profit condition (P(xn/
S)� c(z))x� z�F5 0. The results follow by differentiating totally the
equilibrium conditions under the assumptions (see the Appendix).
Increasing S will have a positive direct impact on x and z and an indirect

effect because of the changes in n. However, the indirect effect is always
dominated because n increases (if at all) less proportionately than S. The
reason is that, with constant marginal costs, increasing the market size also
increases the toughness of competition and puts pressure on margins,
moderating the rate of entry.34 In fact, nmay even decline as a result of the
intensity of the R&D competition. A condition for this not to be the case is
strategic substitutability in outputs (i.e., P0 þ ðx=SÞP00<0) and c( � )
sufficiently convex (i.e., �c00x=Sc0>nc0=P0>0). Then dne

dS>0.
The comparative statics results onF are very intuitive. Increasing the entry

cost decreases the free-entry number of firms, and it increases (decreases)
output and cost reduction expenditure per firm whenever outputs are
strategic substitutes (complements). In the usual strategic substitutes case
decreasing entry barriers inducesmore entry and each firm is smaller andhas
less incentive to invest.

Remarks

� As in the Bertrand model, it is easy to check that in equilibrium

L � p� c

p
¼

1þ F
z

1þ 1
gðzÞ þ F

z

¼ eðnxÞ
n

;

where gðzÞ � �zc0ðzÞ=cðzÞ and eðXÞ � �XP0ðXÞ=PðXÞ.35 It is immedi-
ate also that L5 (zþF)/px.

� If g( � ) is bounded below by g4 0 and e( � ) is bounded above by e then a
free entry equilibrium can not have more firms than n � e 1þ 1

g

� �
. This

34 For example, if P(X/S)5 (X/S)� 1 then, letting n(S) denote the free-entry number of firms
for a given symmetric investment profile z andCournot competition, we have n(S)/S5 (F/S)1/2.

35Note that sign e0 ¼ signf1� e� Eg:
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follows immediately since, from the expression in the bullet point above,
in equilibrium

ne ¼ eðnexeÞ 1þ 1=gðzeÞ
1þ F

ze

 !
<n ¼ e 1þ 1

g

 !
:

This is akin to the ‘finiteness’ or ‘natural oligopolies’ result ofGabszewicz and
Thisse [1979] and of Shaked and Sutton [1983] in the context of a Cournot
homogenous productmarket. It is worth to remark that condition 2 in Sutton
[1991], p.72, to obtain a lower boundonmarket concentration is precisely that
g( � ) be boundedbelowby some g4 0 (Suttonworks in factwith the inverse of
g( � )). Condition 1 in Sutton [1991], p.72, relates to a profitability condition of
introducing a product of a certain quality. In our context this condition is
played by an upper bound on the inverse elasticity of demand.

� If F5 0 then L5 z/px (R&D intensity) and

ne ¼ eðnexeÞ 1þ 1

gðzeÞ

� �
:

If g is increasing in z, then increasing S increases z and R&D intensity.
Note that, for a given inverse elasticity e, increasing the technological
opportunities g will tend to increase concentration. This is consistent
with the empirical findings that industries with more technological
opportunities are more concentrated (see, e.g., Scherer andRoss [1990]).

� With constant elasticity, innovation and demand functions andF4 0we
have that L decreases (strictly) with z and hence increasing S increases z,
decreases L, and increases n. However, if F5 0, then L5 g/(1þ g) and
ne ¼ eð1þ g�1Þ are independent of S.

Constant elasticity examples

� Let p ¼ ðX=SÞ�eðE � 1 ¼ e>0Þ; cðzÞ ¼ az�g and F5 0. Then, indeed,
both

ze ¼ Seg2eae�1e�eð1þ gÞ�ð1þeÞ
� �1= e�gð1�eÞð Þ

and

xe ¼ 1

ga
Seg2eae�1e�eð1þ gÞ�ð1þeÞ
� �ð1þgÞ= e�gð1�eÞð Þ

increase with S (Dasgupta and Stiglitz [1980]).
� Tandon [1984] considers a linear demand example p5 a� bX with

c(z)5 a� bzd and F5 0. Strict concavity of profits of firm i with respect
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to xi and zi requires d< 1
2. Then ne ¼ 1�d

d . Both ze ¼ d2b2

b

� �1= 1�2dð Þ
and

xe ¼ db
b

� �
d2b2

b

� �d= 1�2dð Þ
, as well as R&D intensity ze/pexe, increase in S

(decrease in b) since d< 1
2
, and neze increases in d.

� Sutton [1991] considers a three-stage game featuring (i) an entry decision,
(ii) investment in cost reduction, and (iii) quantity competition.Demand
is given by P(X/S)5 (X/S)� 1 and the innovation curve by
cðzÞ ¼ ðzga�1 þ 1Þ�1=g, where g>maxf1; 2a=3Fg and F is the sunk cost
of entry. Then, for S small, ze 5 0; for larger S, ze is increasing in Swhile
ne decreases (increases) in S if Fo a/g (F4 a/g). This model can also be
given a quality investment or advertising interpretation. In this example,
investment has a strategic commitment effect.

Product differentiation The results could be easily extended to product
differentiation. In fact, Spence [1984] has shown how a certain class of cost–
reduction Cournot models with homogenous product can be reinterpreted
in a product differentiation environment. In the constant elasticity case, for
example, it is possible to check that, under quantity competition, the same
comparative statics with respect to S hold as in the Bertrand case. That is,
dne

dS>0 for F4 0 and dne

dS ¼ 0 for F5 0.36

V. EXTENSIONS

V(i). An Alternative Measure of Competitive Pressure

Competitive pressure could be measured also by the extent to which each
firm internalizes the profits of other firms. This could arise, for example,
when firms in the industry have cross-shareholdings or because of collusion.
Suppose that firm i maximizes

pi þ lSj 6¼ipj;

where l ranges from l5 0 (no internalization as before) to l5 1 (full
internalization or collusion), and consider the simultaneous–move game.
An increase in l will then mean a decrease in competitive pressure. The
parameter l was called by Edgeworth [1881] the coefficient of ‘effective
sympathy’ and has been used in the literature (see Shubik andLevitan [1980]
and Symeonidis [2002]). It is possible to check (proofs available on request)
that, under Cournot and under Bertrand competition, an increase in
competitive pressure 1/l will:

36 Inverse demand in the CES case is given by pi ¼ S1�byaybyxb�1
iP

j
xbj

� �1�y for i5 1, . . .,n (Koenker and
Perry [1981]).
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� increase output and cost reduction expenditure per firm with restricted
entry; and

� increase cost reduction expenditure per firm and decrease the number of
entrants (and varieties) with free entry.

The intuition is straightforward. With restricted entry, if firms are more
aggressive (a lower l) then output per firm and the incentive to innovate will
increase. With free entry, a firm (when deciding whether to enter) considers
only its own profits but knows that, once in the market, competition will be
softer ifl is higher.Tougher competition thusmeans that fewerfirmswill enter
and that output per firmwill be larger, inducing a larger cost reduction effort.
The results with l parallel those obtained in the Bertrand case with degree of
substitutability s whenever changes in s are demand–neutral ð@H@s ¼ 0Þ.

V(ii). Investment in Quality

The cost-reductionmodel can be interpreted as investment in quality (in terms
of product enhancement) in the context of the Cournot model. The most
straightforward case is when investment increases the intercept of the inverse
demand function (f(z)þP(X) with f0(0). In the Cournot duopoly model of
Vives [1990] a higher product substitutability increases investment in product
enhancement that expands the market. Spence [1984] and Sutton [1991]
present other cases where such extension is possible. Results by Sutton [1996]
and Symeonidis [2000] are in line with those obtained in this paper. Sutton
[1996] considers a linear demand example (a quality-augmented version of the
Bowley demand system) with Cournot competition and quality-enhancing
investments and finds, as in ourmodel, that it is possible to have a high level of
R&D intensity and a high number of varieties (low concentration) when
substitutability (s) is low. Symeonidis [2000] considers a (strategic) three-stage
gameof entry, investment inproduct quality, andquantity competitionwithin
a model in which horizontal and vertical product differentiation coexist.
Demand functions are linear as inSutton [1996] and the innovation function is
of the power variety. The author finds that increasing the degree of horizontal
product substitutability increases concentration and R&D effort and that
increasing the market size increases R&D effort.37

The same straightforward reinterpretation does not hold with price
competition. In this case, decreasing unit costs are not equivalent to an
increase in the intercept of the demand function. However, in the Bertrand
duopoly model of Vives [1990] it can be shown that a higher product

37 Interestingly, Berry and Waldfogel [2003] show that in the restaurant industry (where
quality is producedmostly with variable costs) the range of qualities increases withmarket size,
whereas in daily newspapers (where quality is produced mostly with fixed costs) the average
quality increases with market size and there is no fragmentation as the market grows large.
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substitutability increases investment in product enhancement that raises the
willingness to pay of consumers.

V(iii). Spillovers

When the effort of one firm affects (favorably) the cost reduction of other
firms, we say that there are (positive) spillovers.38 With high enough
(positive) spillovers, the R&D cost reduction investments of rivals may be
strategic complements in a two-stage game with investment at the first stage
and Cournot competition in the second. This is what happens in the linear-
quadratic specifications of d’Aspremont and Jacquemin [1988, 1990] and
Ceccagnoli [2005].39 In principle this suggests that, with high enough
spillovers and with Cournot competition, it could be that increasing the
number of firms increases individual firm innovation effort. However, it can
be checked that this does not happen in the linear-quadratic specification
where increasing the number of firms always lowers innovation effort.40

VI. CONCLUDING REMARKS

Does competitive pressure foster innovation?
The answer to the question is a qualified ‘yes’ because it depends on what

measure of competitive pressure we use and what type of innovation
(process or product) we have in mind.
In this paper I have obtained robust results on the relationship between

indicators of competitive pressure and innovationwhich donot depend on the
specification of functional forms, and hold for both Bertrand and Cournot
competition. This should be reassuring for empirical analysis. Indeed, the
competition mode is not easy to distinguish empirically. The analysis has
helped to uncover the key drivers of process and product innovation: market
size, degree of product substitutability, entry costs, and technological
opportunity. The main implication for empirical analysis is that care has to
be takenwith the useofproxies of competitive pressure, such as the commonly
used Lerner index, without controlling for the underlying determinants. Our
general analysis uncovers, for example, that the relationship between the
Lerner index and the degree of product substitutability is ambiguous.
I have not developed the normative implications of the paper. However,

we can derive from the analysis the effect of competition policy, which can

38 See Spence [1984], d’Aspremont and Jacquemin [1988, 1990] and Amir [2000].
39Ceccagnoli [2005] also shows that with fringe firms that do not invest in R&D and do not

benefit from the spillover, strategic complementarity among the investing firms increases with
the number of fringe firms.

40 The setting is as follows: P (X)5 a� bX and cðzÞ ¼ �c� zi � b
P

j 6¼i zj . If a firm invests
gz2i =2, then its marginal cost will be reduced by zi þ b

P
j 6¼i zj , where 14 b4 0 is the spillover

rate. When b4 1/2 investments at the first stage are strategic complements.
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act upon the ‘sympathy coefficient’ l and entry cost F, as with deregulation.
Indeed, penalties for collusion or market power mitigation measures will
tend to lower l and lowering of barriers to entry will lower F. We have then
that a tougher competition policy (inducing a lower l) will increase
innovation effort but decrease entry (and new product introduction) with
free entry.
Many extensions of the analysis could be envisioned. I have already

commented on alternative ways of parameterizing competitive pressure,
investments to enhance quality, and spillovers. An immediate extension
would be to consider investment that affects the slope of (increasing)
marginal costs. More substantial extensions would include asymmetric
market structures and performing a welfare analysis with a view toward
competition and industrial policy. Leahy and Neary [1997] have developed
part of this program.

APPENDIX

AI. Proofs

Proof of Proposition 2. Consider the symmetric regular interior free-entry equilibrium

(pe, ze, ne). The equilibrium will be characterized by

p� cðzÞð Þh p; nð Þ þH p; nð Þ ¼0
�SHðp; nÞc0ðzÞ � 1 ¼0

ðp� cðzÞÞSHðp; nÞ � z� F ¼0

It can be checked that the Jacobian of the system is negative definite under

the assumptions (Bo 0 and @pn=@n<0 for n5 ne). Differentiating totally the

equilibrium conditions with respect to S and evaluating at the equilibrium, we find

that

sign
dpe

dS

� �
¼ sign H2Sc00 p� cð Þ p� cð Þ @h

@n
þ @H
@n

� �� �
<0;

sign
dze

dS

� �
¼ �H ðp� cÞ @h

@n
þ @H
@n

� �
>0;

and

sign
dne

dS

� �
¼ sign H2Sh�1 bBn o

¼ sign � bBn o
:

Differentiating totally the equilibrium conditionswith respect toF and evaluating at

the equilibrium, we find that

sign
dne

dF

� �
¼ sign c00H hþ @H

@p
þ p� cð Þ @h

@p

� �
þ ðc0Þ2h @H

@p

� �
¼ signfBg<0:
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Furthermore,

sign
dpe

dF

� �
¼ �sign ðc0Þ2h @H

@n
þHc00 ðp� cÞ @h

@n
þ @H
@n

� �� �
¼ sign � dpn

dn

� �
and

sign
dze

dF
¼ � sign

@H

@p

@h

@n
ðp� cÞ � @H

@n
hþ ðp� cÞ @h

@p

� �� �
¼ sign � dzn

dn

� �
;

where (pn, zn) is the equilibriumwith exogenous n evaluated at n5 ne. &

Proof ofProposition 3. As in the proof of Proposition 6 below, differentiating totally the

equilibrium conditions and evaluating at the equilibrium yields

sign
dpe

ds

� �
¼ sign Hc00ðp� cÞOf g;

and

sign
dze

ds

� �
¼ sign Hc0Of g;

where

O ¼ @H

@s
p� cð Þ @h

@n
þ @H
@n

� �
� @H
@n

p� cð Þ @h
@s
þ @H
@s

� �� �
:

We obtain that dpe

ds<0 and dze

ds>0 because Oo 0 (@H@s*0, sign � ðp� cÞ@h@nþ
��

@H
@n Þg ¼ sign @Z

@n

n o
>0, @H

@n <0, and sign � ðp� cÞ@h@sþ @H
@s

� �� �
¼ sign @Z

@s

n o
>0); and

sign dne

ds

� �
¼ signf�HGg, where

G � @H
@s

c00ðp� cÞ hþ @H
@p
þ ðp� cÞ @h

@p

� �
� ðc0Þ2h

� �
� H þ ðp� cÞ @H

@p

� �
c00 ðp� cÞ @h

@s
þ @H
@s

� �
:

In general signfdne=dsg is ambiguous. If @H=@s ¼ 0 then signfdne=dsg<0 because

H þ ðp� cÞ@H@p
� �

c00 ðp� cÞ@h@sþ @H
@s

� �
<0.

If bB>0 then signfdne=dsg<0 because

G � @H
@s

bB
�h� H þ ðp� cÞ @H

@p

� �
c00 ðp� cÞ @h

@s
þ @H
@s

� �
:

Proposition 7. Let P0o 0 and c0o 0, and let the following boundary conditions

hold: There exist c>c>0 and X>0 such that c>c zð Þ>c>0; c0ð0þÞ ¼ �1; c0ðzÞ ! 0
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as z!1;PðxnÞ)c if xn*X, and limx!0 PðxnÞ þ xP0 xnð Þf g*c. Consider an

extremal symmetric interior equilibrium ðx�; z�Þ. Then x� and z� are strictly decreasing
(increasing) in n if Cournot best replies are strictly decreasing (increasing).

Proof. Given a symmetric investment profile z and given that P0o 0, there

exist extremal symmetric Cournot equilibria xðzÞ and xðzÞ that are increasing in z

(Amir and Lambson [2000], Vives [1999], pp. 106–107). This means that there

exist extremal symmetric equilibria in the game. Indeed, just consider xðzÞ,
where z is the smallest equilibrium associated to xð�Þ and z is the greatest equilibrium

associated to xð�Þ: At an extremal interior equilibrium ðx�; z�Þ, we have PðxnÞ þ
xP0ðxnÞ � cðzÞ ¼ 0 and � xc0(z)� 15 0. Therefore, fðz; nÞ � �xðz; nÞc0ðzÞ � 1 ¼ 0,

where x(z, n) is an extremal Cournot equilibrium given z. We know that fð�; nÞ cannot
jump down, since x(z,n) is increasing in z; fð0þ; nÞ>0, since c0ð0þÞ ¼ �1; and

fðz; nÞ<0 for z large, since c0ðzÞ ! 0 as z ! 1. It follows that, for extremal z,fðz; nÞ is
decreasing in z (indeed, it could not otherwise be an extremal equilibrium) and

therefore, iffðz; nÞ is strictly increasing (decreasing) in n then sowill z be.We have that

fðz; nÞ is strictly increasing (decreasing) in n if and only if x(z, n) is strictly increasing

(decreasing) in n. Given that x(z, n) fulfills jðx; z; nÞ � PðxnÞ þ xP0ðxnÞ � cðzÞ ¼ 0

and that, at extremal equilibria, j is decreasing in x � because (a) j(x, z, n)o 0

for x large (for xn*X we have p)c ) and (b) jð0þ; z; nÞ>0 (since

limx!0 PðxnÞ þ xP0ðxnÞf g>cÞ – we conclude that x(z, n) is strictly increasing

(decreasing) in n if and only if j(x, z, n) is, and this happens if P0ðxnÞ þ xP00ðxnÞ is
positive (negative). &

Proof of Proposition 5. At the symmetric SPE we have that

jðzÞ � @Vðzi; z�iÞ
@zi

jzi¼z ¼ �xc
0ðzÞ 1þ ðn� 1Þ P0 þ xP00

nþ 1ð ÞP0 þ nxP00

� �
� 1

¼� xðz; nÞc0ðzÞð1þ Gðx; nÞÞ � 1 ¼ 0;

where Gðx; nÞ � ððn� 1Þ=nÞðn� EÞ=ð1þ n� EÞ.41 Note that E(X)40 because P0040

and thereforeE(X)o 1þ n (so that, for a given symmetric profile of investments, there

is a unique and stable symmetric Cournot equilibrium). Hence, dz
�

dn
¼ �@j=@n@j=@z. We have

@j
@z ¼ @2V

@z2
i

þ ðn� 1Þ @2V@zi@zj
evaluated at a symmetric solution. Very tedious algebra shows

that @2V
@zi@zj

<0 when P0o 0, P0040 and P0P000 � ðP00Þ2)0; therefore, investments are

strategic substitutes at the first stage. Moreover, the second order necessary condition

at the equilibrium is @
2V
@z2

i

)0 and so @j
@z<0.

Under the assumptions, it is possible to check also that @j=@n<0. &

41With nþ 14E we have that signG ¼ sign n� Ef g. That is, innovation effort is larger
(smaller) in the two-stage (simultaneous) game depending on whether best responses in the
Cournot game are downward (upward) sloping.
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Proof of Proposition 6. We have (x, z, n) fulfilling:

Pðxn=SÞ þ ðx=SÞP0ðxn=SÞ � cðzÞ ¼0
�xc0ðzÞ � 1 ¼0

ðPðxn=SÞ � cðzÞÞx� z� F ¼0

Differentiating totally the equilibrium conditions and evaluating at the equilibrium,

we find that

dxe

dS
¼ ðxc00Þðx=S2ÞP0

ð2P0 þ ðx=SÞP00Þc00ðx=SÞ þ ðc0Þ2

and

dze

dS
¼ � c0ðx=S2ÞP0

ð2P0 þ ðx=SÞP00Þc00ðx=SÞ þ ðc0Þ2
:

We have that sign dze

dS

� �
¼ sign dxe

dS

� �
>0 because the denominator is negative (strict

concavity of profits of firm i with respect to xi and zi implies xc00ðððnþ 1ÞP0=SÞ þ
ððxn=SÞðP00=SÞÞÞ þ ðc0Þ2<0 for any n, which in turn implies the result). Furthermore,

dne

dS
¼ ððnþ 1ÞP0 þ ðx=SÞnP00Þc00ðx=S2Þ þ ðn=SÞðc0Þ2

ð2P0 þ ðx=SÞP00Þc00ðx=SÞ þ ðc0Þ2
:

Sufficient conditions for dne/dS4 0 are that P0 þ ðx=SÞP00<0 and

�c00x=Sc0>nc0=P0>0. We obtain also

dxe

dF
¼

c00 P0 þ x
S
P00

� �
�P0 xc00

S
2P0 þ xP00

S

� �
þ ðc0Þ2

� � ;
dze

dF
¼

�c0 P0 þ x
S
P00

� �
�xP0 xc00

S
2P0 þ xP00

S

� �
þ ðc0Þ2

� � ;
and

dne

dF
¼

xc00

S
ðnþ 1ÞP0 þ nxP00

S

� �
þ ðc0Þ2

x2

S
P0 xc00

S
2P0 þ xP00

S

� �
þ ðc0Þ2

� �<0:

As before, we have that xc
00

S 2P0 þ xP00

S

� �
þ ðc0Þ2<0; and the inequality follows because

D ¼ xc00

S
ðnþ 1ÞP0 þ nxP00

S

� �
þ ðc0Þ2<0: &

AII. Examples

I present here the parameterized examples considered in the paper together with

summary sketches of results and computations for each one of them.

AII(i). Exogenous Market Structure (restricted entry) Denote by x and p the

symmetric Bertrand equilibria for a given z, and let S parameterize total market size.
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Linear demand (Shapley and Shubik [1969]).42 Let S5 1 and DiðpÞ ¼
S
n
n� k pi þ t pi � 1

n

P
i pi

� �� �� �
for i5 1, . . ., n, where n, k, t are positive constants.

We haveH ¼ ðn� kpÞ=n. At a symmetric solution, the direct elasticity of substitution

is given by ð1þ tÞðn� nxÞ=nx, and it increases with the substitutability parameter t.43

We have that @H@n <0 and that @h@n>0; @Z@n>0; @Z@t>0; and @H
@t ¼ 0. For a given symmetric

profile z, there is a unique and symmetric Bertrand equilibrium with price p and

output per firm x. We have that @p
@n<0; @x@n<0; @x@t>0; and @p

@t<0. In summary, @x@n<0

and @x
@s>0.

Linear demand (Bowley [1924]). Let DiðpÞ ¼ S an � bnpi þ dn
P
j 6¼i

pj

 !
for i ¼ 1:::; n,

where an ¼ n= kþ ðn� 1Þtð Þ; bn ¼ kþ ðn� 2Þtð Þ= kþ ðn� 1Þtð Þðk� tÞð Þ;, and dn ¼
t= kþ ðn� 1Þtð Þðk� tÞð Þ and where n4 0 and k4 t4 0 are utility parameters.44 At a

symmetric solution, the direct elasticity of substitution p/(k� t)x increases with t. The
Chamberlinian DD demand function is given by H ¼ ðn� pÞ= kþ ðn� 1Þtð Þ, where
@H
@n <0; @h@n<0; @Z@n>0; @Z@t>0, and @H

@t <0. For a given symmetric profile z, there is a unique

and symmetric Bertrand equilibrium with price p and output per firm x:

p ¼ an þ bncðzÞð Þ= 2bn � ðn� 1Þdnð Þ. We have that @p@n<0; @x@n<0 and @p
@t<0 but @x@t<0.

Hence, in this case, increasing competitive pressure by increasing the elasticity of

substitution decreases output.With this particular demand systemwe have the unusual

feature that @H@s <0. In summary, @x@n<0 and @x
@s<0.

Location models (Salop [1979]). Although formally in models with localized

competition, the demand system is not exchangeable for n4 2, the analysis is easily

adapted. A uniform mass of customers S is distributed within a circle in which n firms

have located symmetrically and each produces at constant marginal cost c. Consumers

have a linear transportation cost t4 0. Then the demand of firm i setting price pi (with

neighbors setting a price equal to p) is S
n
þ p�pi

t
when there is direct competition among

firms.We can takes � 1/t. ThereforeH5S/n andH is independent of p ands. There is
neither price-pressure effect nor a demand effect coming from s. The unique Bertrand
equilibrium is p5 cþ t/n and Z5 1þ nc/t, which for given c is increasing in n and ins. If
the transportation cost is quadratic with parameter t, then the Bertrand equilibrium is

given by p5 cþ t/n2.

Constantelasticitydemand (CES).LetDiðpÞ¼SðbyÞ1= 1�byð Þ pi
-1/(1-b)

�Pn
j¼1

p
b

b�1
j

��ð1�yÞ=ð1�byÞ
for i ¼ 1:::; n; with 0obo1 and also 0obyo1. The (direct) elasticity of substitution is

s51/(1� b); forb50goods are independent, and forb51 theyareperfect substitutes.We

have thatH ¼ SðbyÞ1= 1�byð Þp�1=ð1�byÞn�ð1�yÞ=ð1�byÞ and @H
@p <0; sign @H

@n

� �
¼ sign y� 1f g,

and @H
@b >0. We have that Z ¼ 1

1�b 1� b
n

1�y
1�by

� �
and therefore sign @Z

@n

n o
¼ sign 1� yf g.

42 This linear demand system can be derived from a quadratic utility function with
preferences linear in the numéraire in which the number of firms n enters as a parameter. See
Vives [1999], Chap. 6.

43 For symmetric solutions (with demands arising from the maximization of a quasilinear
utility function), the (direct) elasticity of substitution is given by s ¼ eij þ ei

� ��1
, where eij is the

cross–elasticity of inverse demand, eij ¼ qj
pi

@Pi

@qj
. Note also that eij40 and eiX0.

44 This linear demand system can be derived also from a quadratic utility function with
preferences linear in the numéraire. See Vives [1999], Chap. 6.
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Restrict attention to the case yo1 in order to ensure @H
@n <0 and @Z

@n>0. We have also

that Z is strictly increasing in b (and therefore the Lerner index L will be decreasing in

n and b). For a given symmetric profile z, there is a unique and symmetric Bertrand

equilibriumwithprice pandoutput per firmx (theprice game is log-supermodular and there

is a unique symmetric equilibrium, hence the symmetric equilibrium is the unique

one (Vives [2005]). In equilibrium (for n41), @h
@n>0; p ¼ nð1� byÞ þ bðy� 1Þð Þc=

bnð1� byÞ þ bðy� 1Þð Þ, and it is easily checked that sign @p
@n

n o
¼ sign y� 1f g<0 and

@x
@n<0.Furthermore, @p@b<0 and @x

@b>0 because @x@b ¼ @H
@b þ @H

@p
@p
@b;

@H
@b >0; @H@p <0, and @p

@b<0. In

summary, @x@n<0 and @x
@s>0.

Assuming that c(z)5az–gwith a40 and g40 we can obtain a closed-form solution. It

can be shown that at a symmetric equilibrium Bo0 if and only if by< 1
gþ1. Some

computations then yield

z� ¼ abyðgSÞby�1n1�yðbyÞ�1 nð1� byÞ þ bðy� 1Þ
bnð1� byÞ þ bðy� 1Þ

� �1= gbyþby�1ð Þ
;

and

p� ¼ ðSagÞby�1ðbyÞ�1n1�y a
nð1� byÞ þ bðy� 1Þ
bnð1� byÞ þ bðy� 1Þ

� �ðgþ1Þð1�byÞ=g !g=ð1�by�bygÞ

:

ByProposition 1 it follows that if by< 1
gþ1 then

dz�

dn
<0 and dz

db>0. Indeed, for by< 1
gþ1 we

have sign dz�

dn

� �
¼ sign gbyþ by� 1f g<0 and dp�

dn
<0 because sign dp�

dn

n o
¼

�sign gbyþby�1
gbyþby�1�g

n o
<0. It can also be checked that a sufficient condition for nz� to be

increasing in n is that b) 1
gþ1.

Constant expendituremodel.LetDiðpÞ ¼ SgðpiÞ pi
Pn
j¼1

gðpjÞ
 !�1

; i ¼ 1; :::; n;withg40,

g0o0, and S40. We have thatH5S/np and therefore @H@n <0 and @H
@s ¼ 0. We have also

that dZ
dn
>0 because @H@n þ ðp� cÞ@h@n ¼ � S

pn2
c
p
� g0ðpÞ

gðpÞ

� �
<0:

Let gðpÞ � e�bp with b40 (exponential demand). Observe that goods are independent

for b50 yet are perfect substitutes for b ! 1. Let S51. For a given symmetric profile z,

there is a unique and symmetricBertrand equilibriumwith price p andoutput per firmx (the

price game is log-supermodular and symmetric and there is a unique symmetric equilibrium,

so the symmetric equilibrium is the unique one). We have

p ¼ cþ c2 þ 4cn= bðn� 1Þð Þð Þ
� �1=2� �

=2, x5S/np, @p
@n<0; @x@n<0; @p@b<0; @H@b ¼ 0; and

@x
@b>0.

Another example is of the constant elasticity variety (CES): gðpÞ � p1�s wheres41 (see

Anderson, de Palma and Thisse [1992], Chap. 7).45 Goods are perfect substitutes when

45This is also the specification in Aghion et al. [2002].
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s ! 1 and are independent when s ! 1.46 We have that h ¼ �Ssðn�1Þþ1
ðnpÞ2 ,

@h
@p ¼ �S

2 sðn�1Þþ1ð Þ
n2p3

<0, and Z ¼ sðn�1Þþ1
n

(which increases with n and s). For a given

symmetric profile z, there is a unique and symmetric Bertrand equilibrium with price

p and output per firm x (the price game is log-supermodular and symmetric and there is a

unique symmetric equilibrium, hence the symmetric equilibrium is the unique one).Wehave

that p ¼ c
sðn�1Þþ1
ðs�1Þðn�1Þ;

@p
@n ¼ � c

ðs�1Þðn�1Þ2<0; @x@n<0; @p@r ¼ � cn

ðs�1Þ2ðn�1Þ<0, and @x
@s>0 because

@H
@p <0 and @H

@s ¼ 0. Assuming that cðzÞ ¼ az�g with a40 and g40, we

can obtain a closed–form solution. It can be shown that Bo0 if and

only if gþ1
g >

ðs�1Þðn�1Þ
ðs�1Þðn�1Þþ4n, which is always true. The equilibrium solution is

z� ¼ Sgðs�1Þ n�1ð Þ
n s n�1ð Þþ1ð Þ and p� ¼ a Sg

n
ðs�1Þðn�1Þ
sðn�1Þþ1

� �ðgþ1Þ=g� ��g
. Indeed, we have that

sign dz�

dn

� �
¼ sign d

dn
ðs�1Þðn�1Þ
sðn�1Þþ1

� �n o
<0 and sign dp�

dn

n o
¼ sign 1

n2
ðs�1Þðn�1Þ
sðn�1Þþ1

� �1=g ðs�1Þ
sðn�1Þþ1

�
1� gþ1

g
n

sðn�1Þþ1

� �o
:

Wehave also that dx
�

dn
<0. It is immediate also that nz� ¼ Sgðs� 1Þ=ðs� n�1Þ increases

with n. We have that L ¼ n
sðn�1Þþ1, which is decreasing in n and s. The R&D expenditure/

sales ratio z�n
p�x�n ¼ z�n

S
¼ gðs�1Þðn�1Þ

sðn�1Þþ1 is increasing in s and n.

Logit. Let DiðpÞ ¼ Se�pi=m Sje
�pj=m

� �
; i ¼ 1; :::; n; m>0. We have that goods are perfect

substitutes form50andare independent form51, and the elasticityof substitution ispn/m.
Furthermore,H(p)5S/nandhðpÞ ¼ �ðS=nÞð1� 1=nÞ=m; @H@n <0, and @h

@n>0.Wehave that

Z ¼ pðn�1Þ
mn , which is increasing in n and 1/m. For a given symmetric profile z, there is a unique

andsymmetricBertrandequilibriumwithpricepandoutputperfirmx (thepricegame is log-

supermodular and symmetric and there is a unique symmetric equilibrium, so the symmetric

equilibrium is theuniqueone).Wehave thatp ¼ cþ nm=ðn� 1Þ; @p@n<0, and @x@n<0.There is

no price–pressure effect because @H@p ¼ 0; but there is a demand effect @Hn

@n <0. Furthermore,
@H
@s ¼ 0 and therefore there is no demand effect. Neither there is a price–pressure effect,

(because @H
@p ¼ 0) and hence, despite that @p@s<0, we have that @x@s ¼ 0. (In this case Bo0

always because @H@p ¼ 0).

Asbefore, assuming that cðzÞ ¼ az�g with a40 and g40 yields a closed–form solution:

p� ¼ nm
n�1þ a Sag

n

� ��g=ðgþ1Þ
and z� ¼ Sag

n

� �1=ðgþ1Þ
. Given that nz ¼ ng=ðgþ1Þ Sagð Þ1=ðgþ1Þ, nz�

will be increasing in n.Wehave thatL ¼ 1þ n�1
mgS

Sag
n

� � 1
gþ1

� ��1
, which is decreasing in n and

1/m and z�

p�x� ¼ 1
Sgþ

m
n�1

n
Sag

� �1=ðgþ1Þ� ��1
, which is increasing in n and s.

46 The demand system may arise from the maximization of the utility function Wðx0; xÞ ¼P
i x

s�1
s

i

� � s
s�1

xd0 for d4 0, yielding S5 I/(1þ d), where I is the income of the representative

consumer.
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AII(ii). Endogenous Market Structure (Free Entry)

Constant elasticity demand (CES) For a given n profits at the symmetric

equilibrium (pn, zn) are p�n ¼ zn
1�b�bg 1�1

n
1�y
1�by

� �
gb 1�1

n
1�y
1�by

� � ¼ znðððZ� 1ÞgÞ�1 � 1Þ and we can

check that sign bBn o
¼ sign � 1

1�b 1� b� bg 1� 1
n

1�y
1�by

� �� �n o
. As a result, p�n>0 if and

only if bB<0. This means that p�n is strictly decreasing in n whenever positive.

Furthermore, b) 1
gþ1 guarantees that

bB<0 for all n. The free-entry number of firms is ne

is the solution to

pn ¼ zn
1� b� bg 1� 1

n
1�y
1�by

� �
gb 1� 1

n
1�y
1�by

� � � F ¼ 0

given that variable profits (whenever positive) are strictly decreasing with n. The

following expression implicitly defines ne:

gSað Þby�1n1�yðbyÞ�1a nð1� byÞ þ bðy� 1Þ
bnð1� byÞ þ bðy� 1Þ

� �1= gbyþby�1ð Þ

¼ Fgb nð1� byÞ � ð1� yÞð Þ
ð1� b� bgÞnð1� byÞ þ ð1� yÞbg :

The expression can be simplified as it appears in Table 2 using the equili-

brium elasticity of demand Z ¼ 1
1�b 1� b

n
1�y
1�by

� �
. Since at a free-entry equilibrium

with F4 0 necessarily p�n ¼ F>0, we have that bB<0, and therefore dne

dS
>0

(Proposition 2).

With constant elasticity demand and g constant, the Lerner index is decreasing in z.

Therefore, increasing S increases z, decreases L, and increases Z. The result is that n
must increase. We know also that increasing F increases z (because

sign dze

dF

� �
¼ �sign dzn

dn

� �
>0) and increases p (because sign dpe

dF

n o
¼ sign dpn

dn

n o
>0). It

can be checked that dzene

dF
<0 if b) 1

gþ1.
If F5 0 and b) 1

gþ1; then profits are strictly positive for all n and n
e 51. However, if

F5 0, b> 1
gþ1; and by< 1

gþ1, then we still know that profits (whenever positive) are

strictly decreasing with n. Then the free-entry number of firms is bgð1�yÞ
ð1�byÞðbgþb�1Þ

h i
because, at this n, adding onemore firmwould result in negative profits. In this case the

free-entry number of firms is independent of S, and neX1 as long as b> 1
gþ1; as before,

under our assumptions by< 1
gþ1

� �
; dz

e

dS
>0 and dpe

dS
<0. (Note that for n ¼ bgð1�yÞ

1�by bgþb�1ð Þð Þ

we have bB ¼ 0.)

Furthermore, dn
e

db<0 (using the assumption by< 1
gþ1).

Constant expenditure-CES demand. For a given n at the symmetric equilibrium

(pn,zn), zn ¼ Sgðs�1Þðn�1Þ
n ns�ðs�1Þð Þ and profits are given by pn ¼ S n�gðs�1Þðn�1Þ

n ðs�1Þðn�1Þþnð Þ

� �
. They are

strictly decreasing in n, and pn4 0 if and only if n>gðs� 1Þðn� 1Þ. This holds for all
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n if g(s� 1)o 1. Positive profits imply that bB<0 ( bB<0 if and only if
gþ1
g

n
ðs�1Þðn�1Þþn>

ðs�1Þðn�1Þ
ðs�1Þðn�1Þþ4n) and

dpn
dn
<0.

Let F4 0. Using the zero profit-entry condition we obtain,

ne ¼
ðF � SgÞðs� 1Þ þ S þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Fðs� 1Þ þ S � Sgðs� 1Þð Þ2 þ 4gðs� 1ÞSFs

q
2Fs

;

which is strictly increasing in S provided that g(s� 1)o 1. Furthermore, as expected,
dze

dS>0; dz
e

ds>0; and sign dne

ds

� �
<0 (recall that @H=@s ¼ 0).We know also that increasing

F increases z (because sign dze

dF

� �
¼ �sign dzn

dn

� �
>0) and increases p (because

sign dpe

dF

n o
¼ �sign dpn

dn

n o
>0). It is immediate then that dneze

dF
<0. The Lerner index

is given by L ¼ n
ðs�1Þðn�1Þþn; and it can be checked that dL

ds<0 whenever

n> ðs� 1Þgðn� 1Þ, and that L is increasing in F because n is decreasing in F.

If F5 0 and g(s� 1)4 1, then ne ¼ 1� 1
gðs�1Þ

� ��1
and ne is independent of S and

decreasing in s.

Logit. Given n, we have pn ¼ cðzÞ þ mn
n�1 and zn ¼ Sag

n

� �1=ðgþ1Þ
. Profits (gross of fixed

costs) are given by pn ¼ Sm
n�1�

Sag
n

� �1=ðgþ1Þ
. For profits to be decreasing in n, we need

Smðgþ1Þ
n�1 � n�1

n
Sag
n

� �1=ðgþ1Þ
>0 (which is equivalent to bB<0 and is implied by positive

profits pn4 0). We conclude that if pn is positive then it is strictly decreasing in n. The

free-entry number of firms is implicitly defined by [ne] where ne solves
Sm
n�1�

Sag
n

� �1=ðgþ1Þ ¼ F . Consistent with our other results, we have dne

dS
>0 and dze

dS
>

0; dxdm<0 or dx
ds>0; dzdm<0 or dz

ds>0; and dne

dm>0 or dne

ds<0. IncreasingF increases ze (because

sign dze

dF

� �
¼ sign �dzn

dn

� �
>0), decreases neze (because neze ¼ Sagð Þ1=ðgþ1Þng=ðgþ1Þ) and

the impact on p is ambiguous (because sign dpe

dF

n o
¼ sign �dpn

dn

n o
). We have that L ¼

1þ m
n�1
� ��1 Sag

n

� �1=ðgþ1Þ 1
Sg

� ��1
and dL/dso 0 (taking into account the impact ofsonL),

and dL/dF4 0 because L decreases in n and n decreases with F.

Constant expenditure-CES demand with innovation function c(z)5 1/(Aþ z). Let

DiðpÞ ¼ Sp�si Sjp
1�s
j

� �
with s4 1 and A4 0. It can be shown that at a symmetric

equilibrium with n4 1, signfBg ¼ sign �ðs� 1Þðn� 1Þf g<0 and

sign bBn o
¼ sign ðs� 1Þðn� 1Þ � nf g. We have that for given n, zn ¼ Sðs�1Þðn�1Þ

n ns�ðs�1Þð Þ � Aþ

F and pn ¼ n ns�ðs�1Þð Þ2

S ðs�1Þðn�1Þð Þ2. We have also that sign dzn
dn

� �
¼ sign �nsðn� 2Þ � sþ 1f g<0,

and sign dpn
dn

n o
¼ sign nsðn� 3Þ þ ðs� 1Þðnþ 1Þf g is positive for nX3 and ambiguous

for no 3. The free entry number of firms is ne, where ne solves
S n�ðs�1Þðn�1Þð Þ

n ns�ðs�1Þð Þ þ A� F ¼ 0. Given that profits are decreasing in n at a regular free-

entry equilibrium (whenever n4 2, this requires s< 2n�1
n�2 ), it follows that

sign dne

dS

� �
¼ sign @pn

@S

� �
¼ sign

n�ðs�1Þðn�1Þð Þ
n ns�ðs�1Þð Þ

n o
¼ signfF � Ag. (And, obviously, from

Proposition 2 we have that sign � bBn o
¼ signfF � Ag.) As expected dne

ds<0: Also,
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increasing F increases z sign dze

dF

� �
¼ sign �dzn

dn

� �
>0

� �
and has an ambiguous effect

on p sign dpe

dF

n o
¼ sign �dpn

dn

n o� �
. The Lerner index isL ¼ n

ns�ðs�1Þ and it can be checked

that sign dL
dF

� �
¼ sign �dne

dF

� �
>0: We can check also that sign dL

ds

� �
¼ sign bBn o

¼
signfA� Fg:
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