## Required Problems:

(1) (a) $E[\hat{P}]=p=0.3$ and $S D[\hat{P}]=\sqrt{\frac{p(1-p)}{n}}=\sqrt{\frac{0.3(1-0.3)}{1000}}=0.0145$

(b) $E[\bar{X}]=\mu=200$ and $S D[\bar{X}]=\frac{\sigma}{\sqrt{n}}=\frac{100}{\sqrt{1000}}=3.2$

(2) (a) Because travel distances must be positive and there is not room to go even two standard deviations below the mean without heading into negative territory. Given the impossibility of a long tail below the mean (given the necessity of positive distances), the large s.d. can only be explained by a tail above the mean.
(b) You should draw a continuous density function that is clearly positively skewed and does not assign any density to negative distances.
(c) It is impossible to find this probability with the given information: you certainly CANNOT use the Normal table as we've established that the distribution will certainly be right skewed and hence not Normal.
(d) You should draw a histogram that is clearly positively skewed (starting at zero).
(e) Use the CLT as a sample size of 54 will be sufficiently large such that the sampling distribution of the sample mean is Normal (Bell shaped) even though the population is definitely NOT Normal.

(f) Yes, sampling error is a plausible explanation for why our sample mean came out to be that much smaller than the population mean: $P(\bar{X}<7.91 \mid \mu=8.29, \sigma=6.72, n=54)=0.34$.

(3) As explained in Section 10.5 of the textbook, standard errors are estimates of the standard deviation of sample statistics. They are estimates and hence not the same thing as the theoretical standard deviations of sample statistics derived in the textbook and in lectures. We need estimates because the actual standard deviation formulas involve parameters whose values we usually do not know.
(a) The standard error of $\hat{P}$ is simply the estimate of $S D[\hat{P}]=\sqrt{\frac{p(1-p)}{n}}$, which is $S E[\hat{P}]=\sqrt{\frac{\hat{P}(1-\hat{P})}{n}}$. The standard error is a practical necessity that addresses the inconvenient truth that we cannot get the exact value of $S D[\hat{P}]$ without knowing $p$, which is the (typically) unknown parameter we will need to make an inference about.
(b) The standard error of $\bar{X}$ is simply the estimate of $S D[\bar{X}]=\frac{\sigma}{\sqrt{n}}$, which is $S E[\bar{X}]=\frac{s}{\sqrt{n}}$. Again, we are very unlikely to know the value of the population standard deviation - the parameter $\sigma$ - when we are trying to make an inference about an unknown population mean - the parameter $\mu$. Hence, a practical compromise is to compute the standard error: it replaces the unknown $\sigma$ with an estimate of it from our sample, which is the sample standard deviation $s$.
(c) As shown by the formula, $S E[\hat{P}]=\sqrt{\frac{\hat{P}(1-\hat{P})}{n}}$, the standard error of the sample proportion depends on two things: the sample size and the value of $\hat{P}$.
(d) As shown by the formula, $S E[\bar{X}]=\frac{s}{\sqrt{n}}$, the standard error of the sample mean depends on two things: the sample size and the value of the sample standard deviation.
(e) Standard errors measure the amount of sampling error: bigger values of the standard error mean more sampling error whereas smaller values of the standard error mean less sampling error. When we are trying to make inferences about unknown population parameters using a random sample and its statistics, we (ideally) do not want too much sampling error, which will mean less precise inferences. The lever the researcher uses to control sampling error is the sample size: bigger sample sizes mean less sampling error. Notice that both formulas for standard errors (for the statistics $\hat{P}$ and $\bar{X}$ ) have $\sqrt{n}$ in the denominator. Bigger sample sizes mean smaller standard errors (although there are diminishing returns given the shape of the square root function).
(4) (a) We cannot be sure. The population is skewed (although not heavily like salaries). We'd feel confident that a sample size like 100 would be sufficiently large but maybe unsure if the rough rule of thumb of 30 would hold given that the population is clearly skewed.
(b) A sample size of 5 has moved us towards a Normal shaped sampling distribution of the sample mean but there is still some negative skew.
(c) $E[\bar{X}]=\mu$ and $S D[\bar{X}]=\frac{\sigma}{\sqrt{n}}$. Hence $E[\bar{X}]=4.67$ and $S D[\bar{X}]=\frac{\sqrt{2.72}}{\sqrt{5}}=0.7376$. These are very similar to the STATA summary results from the Monte Carlo simulation as we would expect given the large number of simulation draws and small amount of simulation error.
(d) While there is still a tiny bit of negative skew this is close to Normal. It appears that a sample size of 20 is nearly sufficiently large (a bigger sample size would be better). Of course the Normal is always an approximation so it depends on the context as to how good of an approximation that we demand.
(e) You would expect no change (other than somewhat more bins). The amount of simulation error is already extremely small with 100,000 simulation draws. These show the results of those computer simulations:

(f) Because $E[\bar{X}]=\mu$ and $S D[\bar{X}]=\frac{\sigma}{\sqrt{n}}$ and the sample size for the first is 5 whereas the second is 20 .
(g) The sample median is more subject to sampling error because it has a bigger standard deviation across samples, which is a quantitative measure of sampling error: 0.526078 versus 0.3690027 .
(5) (a) The graph shows the simulated sampling distribution of the sample standard deviation of salary (measured in $\$ 1000$ 's) for a random sample of 50 Ontario public sector employees in 2012.
(b) It means that on average the sample s.d. is 36.973 . In other words, if you imagine repeatedly drawing drawing random samples of 50 employees on average the sample standard deviation will be 36.973 (where units are $\$ 1000$ s). We see from the first STATA summary of the population that the population standard deviation is actually 39.64454 . The sample standard deviation is a biased measure of the population standard deviation. (If you're interested: in general the sample variance is an unbiased estimator of the population variance. However, remember that to get the s.d. you have to take a square root, which is a non-linear transformation. Hence just because the variance is unbiased does not mean that the standard deviation is unbiased.)
(c) It means that the standard deviation of the sampling distribution of the sample s.d. is 14.276. In other words, if you imagine repeatedly drawing random samples of 50 employees the standard deviation will vary across those samples and one measure of how much it will vary (i.e. of sampling error) is the standard deviation, which is 14.276 (where units are $\$ 1000 \mathrm{~s}$ ). (Just like we can think about a mean of a mean we can think about the s.d. of a s.d.) No, we cannot use the Empirical Rule to understand this better because we see that the shape of the sampling distribution is not Normal.
(d) If you collected a random sample of 50 public sector employees and the sample standard deviation came out to be 26.43 then this is lower than the population standard deviation, which is 39.64454 (see the first STATA summary in this question). Sampling error is a plausible explanation for the discrepancy because we can see from the STATA summary of the simulated sampling distribution of the sample standard deviation that the probability of such a low sample standard deviation is between 0.10 and 0.25 (quite a high chance).
(e) If you collected a random sample of 50 public sector employees and the sample standard deviation came out to be 43.21 then this is higher than the population standard deviation, which is 39.64454 (see the first STATA summary in this question). Sampling error is a plausible explanation for the discrepancy because we can see from the STATA summary of the simulated sampling distribution of the sample standard deviation that the probability of such a high sample standard deviation over 0.25 (a very high chance).
(f) If you collected a random sample of 50 public sector employees and the sample standard deviation came out to be 100.97 then this is higher than the population standard deviation, which is 39.64454 (see the first STATA summary in this question). Sampling error is NOT a plausible explanation for the discrepancy because we can see from the STATA summary of the simulated sampling distribution of the sample standard deviation that the probability of such a high sample standard deviation less than 0.01 (a low chance).

