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We develop a dynamic limit pricing model where an incumbent re-
peatedly signals information relevant to a potential entrant’s expected
profitability. The model is tractable, with a unique equilibrium under
refinement, and dynamics contribute to large equilibrium price changes.
We show that the model can explain why incumbent airlines cut prices
dramatically on routes threatened with entry by Southwest, presenting
new reduced-form evidence and a calibration that predicts a pattern of
price changes across markets similar to the one observed in the data.
We use our calibratedmodel to quantify the welfare effects of asymmet-
ric information and subsidies designed to encourage Southwest’s entry.
I. Introduction
Economists have long been interested in models where incumbents try
to deter entry (Kaldor [1935] and Bain [1949] provide early examples, and
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dynamic limit pricing and the airline industry 1149
chaps. 8 and 9 of Tirole [1988] are devoted to models of strategic invest-
ment). However, even though survey evidence suggests thatmanagers en-
gage in deterrence (Smiley 1988), little empirical evidence exists showing
that any particular model can explain observed firm behavior. This may
bepartly due to the fact that it is unclear what the stylized two-periodmod-
els that dominate the theoretical literature predict should happen when
firms interact repeatedly, as happens, for example, when a potential en-
trant can wait for several years before entering. In this paper, we extend
one particular model of entry deterrence, the classic Milgrom and Rob-
erts (1982) model of limit pricing with asymmetric information, to a dy-
namic setting, and we show that it provides a plausible explanation for
why, in the 1990s and 2000s, incumbent airlines often responded to the
threat of entry by Southwest by lowering their prices and then keeping
them low before entry actually occurred.1 This empirical pattern is part
of the phenomenon commonly known as the “Southwest Effect,” a term
coined by Bennett and Craun (1993) in a Department of Transportation
study that showed that many contemporary pricing trends in the industry
could be attributed to the presence of Southwest on airline routes or at
their end point airports.
In the two-period Milgrom and Roberts (1982) model, an incumbent

faces a potential entrant that is uninformed about some relevant aspect
of the market, such as the incumbent’s marginal cost. In equilibrium,
the incumbent may deter entry by choosing a low price to credibly signal
that its marginal costs are so low that the potential entrant’s postentry
profits would likely not cover its entry costs. However, it is unclear whether
the incumbent would keep setting low prices if entry were repeatedly
threatened. In contrast to the view that dynamic games of asymmetric in-
formation are intractable when using standard equilibrium concepts
(Doraszelski and Pakes 2007; Fershtman and Pakes 2012), we develop a
tractable model where we allow the incumbent’s private information to
be positively serially correlated, but not perfectly persistent, over time.
The model has a unique Markov perfect Bayesian equilibrium (MPBE)
under a refinement when the incumbent’s payoffs satisfy several con-
ditions.When the incumbent’s marginal cost evolves exogenously, the re-
quired conditions can be shown to always hold under quite weak and easy-to-
check conditions on the primitives of themodel. The unique equilibrium
involves the incumbent using fully separating price strategies, which al-
lows us to devise a computationally simple strategy for solving and
orensen, Robin Lee, and many seminar participants and discussants provided useful com-
S
1 The term “dynamic limit pricing” has sometimes been used to refer to incumbents
keeping prices low to limit the growth of entrants (Gaskins 1971). Instead, we present a
model where an incumbent faces a long-lived potential entrant and may lower prices for
many periods to keep entry from happening.

ments. Any errors are our own. Data are provided as supplementary material online.
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calibrating themodel. The introduction of dynamics can substantially in-
crease themagnitude of the equilibrium price cuts, so that prices may fall
significantly even when the incumbent’s information can have only a small
effect on the probability of entry.
As documented by Goolsbee and Syverson (2008), incumbent airlines

lower prices by as much as 20% on airport-pair routes when Southwest
serves both end point airports without (yet) serving the route itself, and
these price cuts can have substantial welfare effects. For example, Morri-
son (2001) estimates that Southwest’s presence as a potential competitor
lowered expenditure on airfares by $3.3 billion in 1998.While this is a nat-
ural setting in which to consider limit pricing, as these price reductions
are the largest documented in response to a threat of entry in any industry
(Bergman 2002), we are not aware of anyone testing amodel of limit pric-
ing or any other strategic investment model in this context.
We present two forms of evidence in favor of our model. The first type

of evidence comes from analyzing markets where there is a dominant in-
cumbent carrier before Southwest enters, which matches the assumed
market structure in our model. We show that in these markets there is a
nonmonotonic relationship between themagnitude of observed price de-
clines and a measure of how likely Southwest is to enter these markets,
where the measure is defined in a way that it should not be affected by
how the incumbent changes its pricingwhenentry is threatened.Theprice
declines are largest in markets with intermediate probabilities of entry.
Under some fairly standard assumptions, our limit pricing model pre-
dicts exactly this type of nonmonotonic relationship. We show that sev-
eral explanations for the shape of this relationship that do not involve
limit pricing (e.g., strategic increases in capacity, declining load factors,
or competition with connecting service on Southwest) are not consistent
with the data.
Second, we calibrate a parameterized version of our model. We esti-

mate demand and marginal-cost parameters using data from quarters
where limit pricing should not be taking place, and we estimate the dis-
tribution of Southwest’s entry costs using information on how the prob-
ability of entry varies across markets and over time. This is computation-
ally feasible because entry decisions in equilibrium will be the same as
under complete information.We use no information onhowmuch prices
fall when entry is threatened.However, whenwe introduce asymmetric in-
formation, the model predicts a magnitude of price cuts and a marked
nonmonotonic relationship between price cuts and the probability of en-
try that are similar to those observed in the data. We use the calibrated
model to quantify thewelfare effects of limit pricing. Even thoughwe con-
sider only 109medium-sized and smaller markets, we find substantial wel-
fare effects: in present-value terms, limit pricing increases consumer sur-
plus by almost $600million and total welfare by over $500million (in 2009
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dollars). We also examine the welfare effects of a policy that provides
Southwest with small financial subsidies when it provides nonstop service,
motivated by the fact that service subsidies are quite common in the in-
dustry (Ryerson 2016). We predict that even small subsidies can substan-
tially increase welfare, and at low cost to the government. A large propor-
tion of the gains comes from the smallest markets, where, under asymmetric
information, subsidies can cause dominant incumbents to significantly lower
prices even when entry is a low-probability event.
Our focus in the text is on relatively simple models where the incum-

bent has full information about the potential entrant, the potential en-
trant is uninformed about the incumbent’s exogenously evolvingmarginal
cost and exogenous serial correlation in the incumbent’s marginal cost,
and signaling incentives provide the only source of dynamics. Appendix F
(apps. A–F are available online) shows that we can also solve models where
marginal costs depend on carriers’ sticky-capacity investments, and the
incumbent may also learn about the probability of entry over time. These
extensions are interesting in their own right (e.g., we are not aware of
entry-deterrence models with two-way learning being explored in the lit-
erature), andaswell as generating large limit-price reductions in equilibrium,
these models also help explain some features of the data. For example, two-
way learning can help to explain why themagnitude of price cuts tends to
increase over time in some markets. In the model with endogenous-
capacity investments, we show that even though the incumbent could try
to deter entry by building additional, observable capacity, it chooses not
to do so, engaging in limit pricing instead.2 Consistent with this predic-
tion, in our data we do not observe incumbents significantly changing ca-
pacity when entry is threatened. We set up this extended model to show
howasymmetric information about connecting traffic, whichmakes up the
majority of traffic on the routes in our empirical sample, can lead to limit
pricing. This is consistent with the existing airline literature that has
pointed out that connecting trafficmakes it difficult to accuratelymeasure
a carrier’s marginal cost on many routes (Edlin and Farrell 2004; Elzinga
and Mills 2005).
Our work draws on and is related to two broad literatures aside from

the ones that have studiedmarket power in airlines and the Southwest Ef-
fect (we discuss these literatures in sec. III). Limit pricing is an old idea,
but early models (e.g., Modigliani 1958; Kamien and Schwartz 1971) as-
sumed that low prices would lead a potential entrant to expect low post-
entry prices without explaining why. Milgrom and Roberts (1982) provided
an equilibriumexplanationbasedonasymmetric informationbetween the
2 Spence (1977) compares price levels in a model where an incumbent limit prices
(through an assumed price commitment) and a model where an incumbent can deter en-
try by investing in capacity.
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incumbent and the potential entrant, with Matthews and Mirman (1983)
andHarrington (1986) exploring different extensions of theMilgrom and
Roberts (1982) framework. In characterizing what happens in a dynamic,
finite-horizon version of Milgrom and Roberts (1982), we recursively
apply the results of Mailath (1987), Ramey (1996), and Mailath and von
Thadden (2013) in one-shot signaling models. Roddie (2012a, 2012b)
also takes a recursive approach to solving a dynamic game of asymmetric
information, focusing on the example of a quantity-setting game between
two incumbents, one of whom has a privately known marginal cost that
evolves exogenously. As in these papers, we formally assume a finite-
horizon structure, where we can use backwards induction to show existence
and uniqueness properties. We allow the number of periods to increase
to infinity to deliver a model where we can compute equilibria in an effi-
cient manner. We differ from Roddie in considering an entry-deterrence
game, in using different high-level conditions on incumbent payoffs to
show the existence and uniqueness of our equilibrium, and—in the exog-
enous marginal cost version of our model—in showing how these condi-
tions will be satisfied under a small number of easy-to-check conditions on
the static primitives of themodel. Kaya (2009) and—in a limit pricing con-
text—Toxvaerd (2017) consider repeated signaling models where the
sender’s type is fixed over time. This structure can lead to signaling only
in the early periods of a game, whereas with an evolving type our model
has repeated signaling in equilibrium. A model where the incumbent’s
type is fixed would have difficulty explaining two aspects of our empirical
application. First, incumbents not only cut prices when Southwest first ap-
pears as a potential entrant but also keep prices low even if Southwest does
not initially enter. Second and more fundamentally, if the incumbent’s
type is fixed, then Southwest should be able to infer the incumbent’s type
from how it set prices before Southwest became a potential entrant, leav-
ing it unclear what cutting prices once Southwest threatens entry would
achieve.
A second directly related literature has tried to provide empirical evi-

dence of strategic investment. A common approach has looked for evi-
dence of different investment strategies among firms (e.g., Lieberman
1987) or effects of incumbent investment on subsequent entry (e.g., Che-
valier 1995) without specifying the exact mechanism involved. Masson
and Shaanan (1982, 1986) provide empirical evidence for limit pricing
using annual data on a large number of industries. While the empirical
approach is very different, this conclusion is consistent with our results,
although Strassmann (1990) did not find evidence of limit pricing when
applying theMasson and Shaanan approach to 92 heavily traveled airline
routes. EllisonandEllison (2011) introduced the ideaof interpretingnon-
monotonicities between the probability of entry and an investment deci-
sion of an incumbent as evidence of entry deterrence. Our reduced-form
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analysis is based on a similar approach, and we complement it by provid-
ing additional evidence through our calibration.3

Snider (2009) andWilliams (2012) provide structural evidence in favor
of hub carriers predating by increasing their capacities.Our evidence sug-
gests that incumbents did not use capacity investment as a strategy to try
to deter a much stronger potential entrant, Southwest. Both of these pa-
pers use infinite-horizon dynamic structural models with complete infor-
mation (up to independent and identically distributed payoff shocks) in
the tradition of Ericson and Pakes (1995). One feature of these models is
that there are often multiple equilibria. We differ from this literature by
considering a dynamicmodel with asymmetric information and explicitly
establishing conditions and a refinement under which the MPBE that we
look at is unique. Fershtman and Pakes (2012) consider an alternative way
of incorporating persistent asymmetric information in a dynamic game, us-
ing an alternative concept of experience-based equilibrium (EBE), where
players have beliefs about the payoffs from different actions, not the types
of other players. When the structure of equilibrium beliefs is unknown ex
ante, this EBE approach may have computational advantages. However, in
ourmodel we can showuniqueness of anMPBEwhere the entrant’s beliefs
will always be correct on the equilibrium path.4 This allows us to provide a
natural dynamic extension of one of the classic two-period models of the-
oretical industrial organization.
The rest of the paper is organized as follows. Section II lays out our

model of dynamic limit pricing whenmarginal costs are exogenous, char-
acterizes the equilibrium, and examines the predictions of the model.
Section III introduces our empirical application and describes our data.
Section IV provides the reduced-form evidence in support of our limit
pricingmodel. Section V presents our calibration of themodel and quan-
tifies the welfare effects of limit pricing and the welfare effects of counter-
factual subsidies that would encourage Southwest to enter. SectionVI out-
lines several extensions to the basic model. Section VII concludes. While
the text is intended to be self-contained, the appendixes contain proofs,
computational details, robustness checks, and the details of the extensions.
In each section, we indicate which appendix the reader should consult
for further details.
3 Seamans (2013) uses the Ellison and Ellison approach to argue that the pricing of in-
cumbent cable television systems is consistent with the Milgrom and Roberts (1982) model
based on cross-sectional variation in how incumbent prices vary with the distance to the
nearest potential telephone company entrant. In our analysis, we directly look at whether
price changes vary nonmonotonically with the probability of entry once Southwest be-
comes a potential entrant.

4 Fershtman and Pakes (2012) consider an infinite-horizon, discrete-state, and discrete-
action model where players may have limited recall or information is sometimes publicly
released. Our structure involves continuous actions and continuous states, and we use a
finite-horizon structure to prove the properties of our game. Borkovsky et al. (2014) con-
tains a more detailed comparison of the EBE approach and the one used here.
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II. Model
In this section, we develop themost tractable version of ourmodel, where
the incumbent’s marginal cost is private information and evolves exoge-
nously. Section II.A shows the existence and uniqueness of a fully separat-
ing MPBE under some simple conditions on static payoff functions for a
given market. Section II.B illustrates the properties of the model, and in
particular the nonmonotonic relationship between the probability of en-
try and howmuch the incumbent lowers its prices, when wemake specific
assumptions about demand and costs. Section II.C briefly discusses limi-
tations and extensions of the model.
A. A Dynamic Limit Pricing Model
with Exogenous Marginal Costs

1. Overview
We consider a finite-horizon dynamic game played in a single market,
with periods t 5 1, ..., T, although, as we explain below, we will make
use of the limiting infinite-horizon version of the model when perform-
ing computations. The discount factor is 0 < b < 1. Consumer demand is
static (i.e., it does not depend on past prices or availability), common
knowledge, and time invariant. There are two firms. An incumbent firm,
I, is always in the market. Its marginal cost, cI,t, lies on a compact interval
and evolves over time according to a first-order Markov process. A long-
lived potential entrant, E, with known and fixed marginal cost cE, has to
decide whether to enter the market each period. Entry requires payment
of a sunk entry cost, kt, which is private information to E. If E enters, it is
an active competitor in the next period. Before entry, I ’s marginal cost is
private information. However, E can observe I ’s current-period price, pI,t,
chosen from an interval [p, p], and all previous prices before it decides
whether to enter in t. Therefore, I can potentially choose its price to in-
fluence E ’s entry decision. Once E has entered, we assume that it will stay
in themarket for the rest of the game, that I ’smarginal cost will be observ-
able, and that both firms will choose prices simultaneously each period in
a static Nash equilibrium.Our focus will therefore be on equilibrium strat-
egies before entry occurs.
2. Cost Assumptions
The incumbent’s marginal cost cI,t lies on a compact interval [cI , cI ] and
evolves exogenously according to a first-order Markov process wI : cI ,t21 →
cI ,t with full support; that is, cI ,t21 can evolve to any point on the support in
the next period. Therefore, E will view any value of cI,t on the support as
being possible even if equilibrium play and what it has observed prior to
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t gives it a precise prior about the value of cI,t. The conditional prob-
ability density function is denoted wI ðcI ,t jcI ,t21Þ. We make the following
assumptions.
Assumption 1 (Marginal cost transitions).

1. wI ðcI ,t jcI ,t21Þ is continuous and differentiable (with appropriate one-
sided derivatives at the boundaries).

2. wI ðcI ,t jcI ,t21Þ is strictly increasing; that is, a higher type in one period
implies that higher types in the following period are more likely.
Specifically, we will require that for all cI ,t21 there is some c0 such
that ð∂wI ðcI ,t jcI ,t21Þ=∂cI ,t21ÞjcI ,t5c 0 5 0 and ∂wI ðcI ,t jcI ,t21Þ=∂cI ,t21 < 0 for
all cI ,t < c 0 and ∂wI ðcI ,t jcI ,t21Þ=∂cI ,t21 > 0 for all cI ,t > c 0. Obviously it
will also be the case that

Ð cI
c ð∂wI ðcI ,t jcI ,t21Þ=∂cI ,t21Þ dcI ,t 5 0.

I

To enter in period t, E has to pay a private-information sunk entry cost,
kt, which is an independent and identically distributed draw from a com-
monly known time-invariant distribution G(k) (density g(k)) with sup-
port [k 5 0, �k].
Assumption 2 (Entry cost distribution).

1. G(⋅) is continuous and differentiable, and the density g ðkÞ > 0 for
all k ∈ ½0, �k�.

2. �k is large enough so that, whatever the beliefs of the potential en-
trant, there is always some probability that it does not enter be-
cause the entry cost is too high.
3. Preentry-Stage Game
The potential entrant does not observe cI,t prior to entering, but E does
observe the whole history of the game to that point. The timing of the
game in each preentry period is as follows:

1. I sets a price pI,t and receives flow profit

pM
I pI ,t , cI ,tð Þ 5 qM pI ,tð Þ pI ,t 2 cI ,tð Þ, (1)

where qM(pI,t) is the demand function of a monopolist. Define

p
static monopoly
I cIð Þ ; arg maxpI q

M pIð Þ pI 2 cIð Þ: (2)

The incumbent can choose a price from the compact interval [p, p],
although all of our theoretical results would hold when the monop-
olist sets a quantity. The choice of strategic variable in the duopoly
game that follows entry may matter, as will be explained below.
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2. E observes pI,t and kt and then decides whether to enter (paying kt if
it does so). If it enters, it is active at the start of the following period.

3. I ’s marginal cost evolves according to wI.

Assumption 3 (Monopoly payoffs).

1. qM(pI), the demand function of a monopolist, is strictly monoton-
ically decreasing in pI, continuous, and differentiable.

2. pM
I ðpI , cI Þ has a unique optimum in price, and for any pI ∈ ½p, �p�

where ∂2pM
I ðpI , cI Þ=∂p2

I > 0, ∃ k > 0 such that j∂pM
I ðpI , cI Þ=∂pI j > k

for all cI.
3. �p ≥ p

static monopoly
I ðcI Þ, and p is low enough such that no firm would

choose it (for any t) even if this would prevent E from entering,
whereas any higher price would induce E to enter with certainty.5
The second condition is consistent with strict quasi-concavity of the
profit function, and it is satisfied for most forms of demand, including
the parameterized nested logit model used in our computations.
4. Postentry-Stage Game
We assume that once E enters, marginal costs, which continue to evolve as
before, are observed by both firms so that there is no scope for further
signaling. The duopolists choose their strategic variables, aI,t and aE,t, which
could be prices or quantities, simultaneously.
Assumption 4 (Duopoly payoffs and output).

1. Firms use unique static Nash equilibrium strategies in each period
following entry. Static per-period equilibrium profits are pD

I ðcI ,tÞ and
pD

E ðcI ,tÞ, and outputs are qD
I ðcI ,tÞ and qD

E ðcI ,tÞ.
2. pD

I ðcI Þ, pD
E ðcI Þ ≥ 0 for all cI.

3. pD
I ðcI Þ and pD

E ðcI Þ are continuous and differentiable in their argu-
ments, and pD

I ðcI Þ (pD
E ðcI Þ) is monotonically decreasing (increas-

ing) in cI.
4. pD

I ðcI Þ < pM
I ðpstatic monopoly

I ðcI Þ, cI Þ for all cI.
5. qD

I ðcI Þ 2 qM ðpstatic monopoly
I ðcI ÞÞ 2 ð∂pD

I ðcI Þ=∂aEÞð∂a*E =∂cI Þ < 0 for all cI,
where a*E is the equilibrium price or quantity choice of the entrant
in the duopoly game.
The second condition rationalizes why neither firm will exit once entry
has occurred. Given that we are assuming that the postentry game has
5 For some parameters (although not for the ones that we estimate in our calibration),
this could require p < 0. The purpose of this restriction is to ensure that the action space is
large enough to allow all types to separate.
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complete information and a finite horizon and that the firms have single
products and constant marginal costs, uniqueness of the pricing equilib-
riumwill be guaranteedundermany standard demand formulations, such
as linear, logit, and nested logit (e.g., Mizuno 2003). The fifth condition
implies that a decrease in marginal cost is more valuable to a monopolist
than a duopolist, and it is important in showing a single-crossing con-
dition on the payoffs of an incumbent monopolist. Note that because
qM(pI) is decreasing in pI, if this condition holds when a monopolist in-
cumbent sets pstatic monopoly

I , then it will also hold for lower limit prices, a fact
that is used in our proof. The condition is easier to satisfy when the
duopolists compete in prices (strategic complements), as ð∂pD

I ðcI Þ=∂aEÞ
ð∂a*E =∂cI Þ > 0 in this case, andwhen cE is low relative to cI (i.e., the potential
entrant is always relatively efficient).6 Thismakes sense inour empirical set-
ting, as Southwest is viewed as having had significantly lower costs than leg-
acy carriers during our sample period, and our estimates of the carriers’
marginal costs are in line with this view.
5. Equilibrium: Existence, Uniqueness,
and Characterization
By assumption, there is a unique subgame perfect Nash equilibrium in
thepostentry complete-informationduopoly game.Our equilibriumcon-
cept for the preentry period is MPBE (Toxvaerd 2008; Roddie 2012a). In
the finite-horizonmodel, the specification of anMPBE requires, for each
period:

• a period-specific pricing rule for I as a function of its marginal cost,
ςI,t(cI,t);

• a period-specific entry rule for E as a function of its beliefs about I ’s
marginal cost and its own entry cost draw; and

• a specification of E ’s beliefs about I ’s marginal costs given all pos-
sible histories of the game.

To form an MPBE, E ’s entry rule must be optimal given its beliefs and
its expected postentry payoffs, and its beliefs should be consistent with I ’s
pricing strategy and the application of (the continuous random variable
version of) Bayes’s rule on the equilibrium path. The pricing rule for I
must be optimal given what E will infer from I ’s price and how E will
6 In his presentation of the two-period Milgrom and Roberts (1982) model, Tirole (1988)
assumes that a static monopolist should produce more than a duopolist with the same mar-
ginal cost. However, this condition will not hold in all models, such as one with homoge-
neous products and simultaneous Bertrand competition when the entrant has the higher
marginal cost but it is below the incumbent’s monopoly price.
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decide to enter. The Markovian restriction is that history matters only
through how it affects E ’s beliefs about I ’s current marginal costs. These
beliefs are payoff relevant because they affect E ’s expected future profits
and its entry decision. To eliminate possible pooling equilibria, we use
the D1 refinement (Cho and Sobel 1990; Ramey 1996), which restricts the
inferences that a receiver can make if it observes off-the-equilibrium-path
actions, to eliminate pooling or partial pooling equilibria. Specifically,
D1 requires the receiver to place zero posterior weight on a signaler hav-
ing a type v1 if there is another type, v2, who would have a strictly greater
incentive to deviate from the putative equilibrium for any set of post-
signal beliefs that would give v1 an incentive to deviate.
The following theorem contains our main theoretical result for this

model.
Theorem 1. Consider the following strategies and beliefs:
In the last period, t 5 T , a monopolist incumbent will set pI ,T 5

pstatic monopolyðcI ,T Þ, and the potential entrant will not enter whatever price
the incumbent sets.
In all preentry periods t < T :

i. E ’s entry strategy will be to enter if and only if its entry cost kt is lower
than a threshold k*t ðĉI ,tÞ, where ĉI ,t is E’s point belief about I ’s mar-
ginal cost and

k*t ĉI ,tð Þ 5 b Et f
E
t11jĉI ,t½ � 2 Et V

E
t11jĉI ,t½ �ð Þ, (3)

where Et ½V E
t11jĉI ,t � is E ’s expected value at time t of being a potential

entrant in period t 1 1 (i.e., if it does not enter now), given equi-
librium behavior at t 1 1, and Et ½fE

t11jĉI ,t � is its expected value of
being a duopolist in period t 1 1 (which assumes that it has en-
tered prior to t 1 1).7 The threshold k*t ðĉI ,tÞ is strictly increasing
in ĉI ,t .

ii. I ’s pricing strategy, ςI,t(cI,t), will be the (unique) solution to a differ-
ential equation

∂p*I ,t
∂cI ,t

5
bg ðk*t ðcI ,tÞÞ ∂k*t ðcI ,tÞ=∂cI ,t

� �
Et ½V I

t11 cI ,t � 2 Et ½fI
t11j jcI ,t �f g

qM ðpI ,tÞ 1 ∂qM ðpI ,tÞ=∂pI ,tð ÞðpI ,t 2 cI ,tÞ (4)

and an upper boundary condition p*I ,tðcI Þ 5 pstatic monopolyðcI Þ. The ex-
pectation Et ½V I

t11jcI ,t � is I ’s expected value of being a monopolist at
the start of period t 1 1 given current (t period) costs and equilib-
rium behavior at t 1 1. The incumbent’s expected value of being
7 We define values at the beginning of each stage. For more details, see the discussion in
app. A.
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a duopolist in period t 1 1 is given by Et ½fE
t11jcI ,t �. The function ςI,t(cI,t)

is strictly increasing in cI,t, so it is fully separating and invertible.
iii. E ’s beliefs: observing a price pI,t, E believes that I ’s marginal cost

is ς21
I ,t ðpI ,tÞ if pI,t is in the range of ςI,t(cI,t). For off-path beliefs, if

pI ,t > ςI ,tðcI Þ, then E believes that cI,t equals cI . If pI ,t < ςI ,tðcI Þ, then
E believes that cI,t equals cI .
This equilibrium exists, and these strategies form the unique MPBE
strategies and equilibrium-path beliefs consistent with a recursive appli-
cation of the D1 refinement.
Proof. See appendix A. QED
The existence and uniqueness results are established recursively, be-

ginning with the last period of the model, where there is no signaling.8

We can then characterize the unique equilibrium in T 2 1, prove several
properties of the firms’ value functions implied by these strategies, and
use these properties to show the existence and uniqueness of the equilib-
rium atT 2 2 and so on.We use well-known results from the literature on
one-shot signaling models (in particular, Ramey 1996; Mailath and von
Thadden 2013) to characterize the incumbent’s unique equilibrium
strategy in each period. To do this, we show that the incumbent’s expected
payoff function satisfies conditions of type monotonicity (a price cut is
more costly for an incumbent with higher marginal costs), belief mono-
tonicity (the incumbent always benefits when the entrant believes that he
has lowermarginal costs and so is less likely to enter), and a single-crossing
condition (a lower-cost incumbent is always willing to cut the current price
slightlymore to differentiate itself fromahigher-cost type). Themore novel
part of our results is that we show that these conditions will be satisfied
throughout a multiperiod dynamic game under the simple conditions on
static payoffs and entry costs given in assumptions 1–4. The fully separat-
ing equilibriumpricing strategy corresponds to the so-calledRiley equilib-
rium (Riley 1979), where the incentive compatibility constraints consis-
tent with full separation are satisfied at minimum cost to I in each period.
The fact that the incumbent’s equilibrium strategy is fully separating,

together with our assumption that there is complete information after
entry so that there is no scope for E to time its entry to affect postentry
competition, implies that on the equilibrium path, E’s entry strategy (and
choices) will be the same as in a model with complete information
throughout the game. This property is very convenient because it means
that we can solve forE’s strategy without solving for I ’s limit pricing strategy.
We can use equation (4) to understand what the incumbent’s limit

pricing schedule will look like. From (4) and the boundary condition,
8 Note that our recursive approach means that when we apply the D1 refinement, we are
assuming that an off-the-equilibrium-path action in a period before t cannot affect how an
off-the-equilibrium-path action in t is interpreted (Roddie 2012a).
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the incumbent’s limit price will be lower than its staticmonopoly price (ex-
cept in thefinal period) for all cI below�c.Wewill call this reduction inprice
“price shading” in what follows. To understand what will affect the magni-
tude of shading, it is useful to study a slightly rewritten version of (4) for
the first period of a T 5 2 version of the model, when there is only one
chance for E to enter:

∂p*I ,1
∂cI ,1

5
b ∂ Pr E  enters in period 1ð Þ=∂cI ,1ð Þ Et51½pM

I ðpstatic monopoly
I ðcI ,2Þ, cI ,2Þ cI ,1� 2 Et51½pD

I ðcI ,2Þj jcI ,1�
� �

qM ðpI ,1Þ 1 ∂qM ðpI ,1Þ=∂pI ,1ð Þ pI ,1 2 cI ,1ð Þ : (5)

Holding the discount factor fixed, the pricing functionwill become steeper,
implying greater shading when, all else equal, (i) there is a greater differ-
ence between I ’s static monopoly and duopoly profits (i.e., when the en-
trant will tend to be more competitive); (ii) E ’s entry decision, which will
be to enter if the entry cost is less than k*1 5 Et51½pD

E ðcI ,2ÞjcI ,1�, is more sen-
sitive to the incumbent’s current marginal cost (this will be the case when
I ’s marginal cost is more serially correlated and when the entry cost dis-
tribution has more mass around k*1 ); and (iii) the profit that the incum-
bent loses when it lowers its price is small, which will depend on the cur-
vature of the static profit function. As the static profit function will be flat
at the static monopoly price, quite large price decreases may be incentive
compatible as long as the curvature is not too great.
In themultiperiodmodel, the difference in expected next-period prof-

its is replaced by Et ½V I
t11jcI ,t � 2 Et ½fI

t11jcI ,t �, where VI and fI are the incum-
bent’s continuation values as amonopolist and as a duopolist, respectively.
As we now illustrate, the difference in continuation values can be much
greater than the difference in static, one-period profits, because entry that
is deterred in the current periodmay allow the incumbent to enjoy a num-
ber of periods ofmonopoly in the future. This can lead to substantial shad-
ing even if cI,t has only modest effects on the probability of entry.

(5)
B. Numerical Illustration and Cross-Market Comparisons
The previous analysis has focused on a singlemarket. Our empirical anal-
ysis will focus on cross-market comparisons, where exogenous variation in
market characteristics, such as market size, will lead to variation in how
likely Southwest is to enter when it becomes a potential entrant. To illus-
trate both the magnitude of shading that the model can generate and
these cross-market relationships, we introduce the assumptions that we
will make in the calibration.
Assumption 5 (Calibration assumptions).

1. A firm’s demand is determined by multiplying market size (M) by
the firm’s market share, which is determined as a function of prices
by a static nested logit demand model.
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2. I ’s marginal cost evolves according to an AR(1) process with trun-
cated normal innovations

cI ,t 5 rARcI ,t21 1 ð1 2 rARÞ cI 1 cI

2
1 εI ,t , (6)

where rAR > 0, εI ,t ∼ TRN ð0, j2
c , cI 2 cI ,t21, cI 2 cI ,t21Þ and the last

two arguments give the lower and upper truncation points, and
j2
c is the variance of the untruncated distribution.

3. E ’s entry costs have a truncated normal distribution, with a lower
truncation point at zero and an upper truncation point that ex-
ceeds the maximum possible discounted variable profits of the po-
tential entrant.
The assumption that market size enters demand—and therefore profit
functions—multiplicatively implies that in our model it has no effect on
optimal monopoly or duopoly prices except through signaling incentives.
Signaling incentives will vary becausemarket size will affect the probability
of entry, as for a given entry cost, entry will bemore attractive in largermar-
kets. An extended model discussed in section VI will allow market size to
also affect pricing through capacity choices.
Figure 1 is constructed using the demand parameters that we estimate

to perform the calibration (sec. V). Consistent with earlier airline esti-
mates, they imply that an incumbent monopolist has substantial market
power and that the incumbent and Southwest (our E) are quite close sub-
stitutes once entry has occurred. To construct the figure, we also assume
that cE 5 $150, the range of cI is $170–$270, rAR 5 0:97, and jc 5 $35.
The entry cost distribution has mean $20 million and standard deviation
$2 million. The discount factor is 0.98, so that periods can be interpreted
as quarters. While the finite structure of the model in section II.A allows
us to show existence and uniqueness, it also implies that strategies will
change from period to period, which complicates illustration. We will
therefore solve for stationary strategies in the limiting infinite-horizon ver-
sion of the model. Appendix B.1 explains the computational procedure.
Figure 1a shows I ’s (signaling) pricing strategy in the dynamic model

for a market size of M 5 20,000 for rAR 5 0:97 (our baseline case) and
rAR 5 0:7. The difference between the incumbent’s strategy and the static
monopoly price indicates the degree of shading. As the incumbent’s cur-
rent marginal cost is less informative about E ’s postentry profits when
rAR 5 0:7, there is less shading, but in both cases the threat of entry causes
the incumbent to significantly lower its price when cI < cI . We can illus-
trate that shading yields a higher expected payoff than the static monop-
oly price by considering an example: for rAR 5 0:97 and cI 5 $220, the in-
cumbent shades its price by $59. As shown in figure 1b, this lower price
reduces the incumbent’s current profit by $37,785 compared with the
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static optimal price of $493. On the other hand, the difference in the
incumbent’s expected monopoly and duopoly continuation values is
$5.1 million, and charging the limit price reduces the entry probability
from 0.143 to 0.131. As ð0:143 2 0:131Þ � 5:1 > 0:038, choosing the limit
price increases the incumbent’s payoff.
Figure 1c shows how the equilibrium entry probability (measured at

cI 5 cI ) and the average price change due to signaling (expressed as per-
cent of the static monopoly price) when we varymarket size from 1,000 to
300,000 people. There is a monotonic and increasing relationship be-
tween market size and the probability of entry and a nonmonotonic rela-
tionship betweenmarket size and the degree of shading. The assumption
that entry costs are normally distributed implies that, all else equal, E ’s
FIG. 1.—Relationship between market size, entry probabilities, and shading in the dy-
namic limit pricing model.
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entry decision will be most sensitive to I ’s marginal cost when the proba-
bility of entry takes on intermediate rather than extreme values. The im-
plied nonmonotonicity between the probability of entry (which here is
varying because of market size) and the degree of shading is the relation-
ship that we will observe in the data and our calibration.
One might have expected that I ’s marginal cost would need to have a

large absolute effect on the probability of entry to generate significant
shading. Figure 1d shows that this is not necessarily the case in the dynamic
model by plotting the relationship between the entry probability at cI 5 cI
(X-axis) as we vary market size, the difference in the entry probabilities for
cI 5 cI and cI 5 cI (left Y-axis), and the degree of shading (right Y-axis).
The degree of shading can be large when the effect that cI has on the entry
probabilities is quite small. For example, for M 5 20,000, the incum-
bent’s cost can reduce the entry probability only from 0.143 to 0.119,
but there is an average 11.6% reduction in the incumbent’s price. The
degree of shading is maximized at 12.0% of the static profit-maximizing
price when the entry probability for cI 5 cI is 0.291.
Figure 1e and 1f help to explain why the dynamic model can generate

significantly more shading than the two-period model. Figure 1e com-
pares the average difference in the continuation values per unit of mar-
ket size (i.e., ðEt ½V I

t11jcI ,t � 2 Et ½fI
t11jcI ,t �Þ=M averaged over cI,t) in the first

period of a two-period model and the dynamic model, as a function of
the entry probability. Under assumption 5, the difference in continua-
tion values per market size unit in the two-period model is independent
ofmarket size. In the dynamicmodel, the difference in continuation values
depends on the probability of entry in future periods. When the proba-
bility of entry in future periods is very high, the difference between dy-
namic continuation values is essentially just the difference between one-
period profits. However, at very low entry probabilities, the difference
can be up to 50ð5 1=ð1 2 0:98ÞÞ times greater, and as a result, incentives
to signal are strengthened. Figure 1f compares, for given entry probabil-
ities, equilibrium shading when the incumbent considers only payoffs in
the next period, as it would in a two-period model, and when it considers
dynamic continuation values.9 Consistent with our discussion above, there
is much less shading in equilibrium in the two-period model, unless entry
probabilities are high. This difference is important for our empirical ap-
plication because we observe large price cuts in markets where entry does
not occur for quite long periods of time.
9 To be precise, in both cases we use the entry probabilities implied by the infinite-
horizon dynamic model and compute the incumbent’s pricing strategy using either (4) (dy-
namic model) or (5) (two-period model). We use this approach because there is no natural
way to rescale the entry cost distributions to generate comparable probabilities of entry.
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C. Extensions and Limitations
The model presented above is simple, and we wish to emphasize that it is
possible to relax many of the assumptions. Our results would not change
if E received information that allowed it to infer cI,t after it had taken its
period-t entry decision. This is relevant for our empirical setting, where
the Department of Transportation releases data that might help firms
to understand their rivals’ costs with a one- or two-quarter lag. Gedge,
Roberts, and Sweeting (2014) show that all of the results hold when the
potential entrant’smarginal cost varies over time as long as it is publicly ob-
served.We can also extend themodel to allow for the incumbent’smarginal
cost to be partly endogenous, through being dependent on its capacity
investment, and for the incumbent to be learning about the parameters
of the entrant’s entry cost distribution, as we show in appendix F. How-
ever, in these cases we have not been able to show that simple conditions
on the static primitives of the model are sufficient to guarantee existence
and uniqueness of an equilibrium. Instead, we have to numerically verify
conditions on value functions in each period of the game. We could also
introduce the possibility that one of the firms may exit during the duop-
oly game that follows entry, although we have chosen not to focus on this
more complicated case, as in our sample of routes there is only one case
where Southwest enters and then exits, and the incumbent is still active
2 years after Southwest enters on over 80% of routes. Wemay also be able
to relax the assumption of complete information in the postentry game:
Sweeting, Tao, and Yao (2019), building on Mailath (1989), illustrate how
multisided signaling in an oligopoly pricing game can significantly affect
prices. However, the oligopoly signaling game ismore challenging to solve
than the one considered here.
Other features of the model appear more essential. In particular, trac-

tability requires that the signaler has only one piece of private informa-
tion per period.10 This is a limitation, as in many environments it is plau-
sible that an incumbent has private information about both its costs and
the level of demand. Some people have also suggested that the implica-
tions of our model are not intuitive. For example, when the degree of se-
rial correlation is high, our model predicts that I will shade price signifi-
cantly in every period, even though past prices will provide E with a quite
tight prior over I ’s current marginal cost. Our result reflects a standard
feature of fully separating equilibria in signalingmodels: the equilibrium
distortion introduced by signaling does not dependon the receiver’s prior
but only on the range of values of the private-information variable that are
possible, and here our assumption that marginal costs can transition to
10 When we allow for both pricing and capacity investments, we specify a timing struc-
ture, which means that capacity cannot be used as a signal.
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any value on [c, �c] is important. As a result, there is a discontinuity in the
equilibrium between the case where the receiver’s prior has zero var-
iance, in which case signaling may not be possible, and the case where the
prior has a small but positive variance, where signaling can have a large
effect on prices. One interpretation of this feature is that signaling is im-
plausibly powerful in a model such as ours, but onemight also argue that
the discontinuity reflects the fact that it is the complete-information
model that embodies the extreme assumption, generating predictions
that are quite different frommore plausiblemodels where some asymme-
try of information exists.
III. Empirical Application and Data
We now examine whether our model can explain why dominant incum-
bent airlines lower prices when faced with the threat of entry by South-
west. In this section, we introduce the empirical setting and describe the
data, with additional details given in appendix C.
A. Empirical Application: Background
Several studies (e.g., Morrison andWinston 1987) show that airline ticket
prices tend to be lower when there are more potential competitors (de-
fined as carriers serving one or both end points but not yet serving the
route), but “the most dramatic effects from potential competition arise
in the case of Southwest Airlines . . . the dominant low-cost carrier” (Kwoka
and Shumilkina 2010, 772). Morrison (2001) andGoolsbee and Syverson
(2008) estimate that potential competition from Southwest lowers in-
cumbent prices by as much as 33% and 19%–28%, respectively, consistent
with observations in the media (e.g., Zuckerman 1999). These are the
largest-estimated price effects of potential competition in any industry
(Bergman 2002), but the literature has provided no clear explanation for
why incumbents lower prices when Southwest is a potential competitor
but has not yet entered. Goolsbee and Syverson (2008) tentatively favor
a deterrence explanation on the basis that, in their sample, observed price
declines are smaller on routes where Southwest preannounces its entry,
although the difference with their remaining routes is not statistically sig-
nificant. Because incumbents donot tend to increase their capacities when
entry is threatened, Goolsbee and Syverson (2008) suggest that carriers
may lower prices to increase customer loyalty, lowering Southwest’s ex-
pected market share if it enters (Goolsbee and Syverson 2008, 1629).
While we also find that capacities do not change, our preferred explana-
tion involves incumbents signaling to Southwest.
Deterrence explanations are consistent with the comments of legacy

carrier executives about the importance of preventing Southwest from
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entering routes, especially at their hub airports, which is where Bennett
and Craun (1993) originally identified the Southwest Effect.11 They are
also consistent with the comments of Southwest’s managers that indicate
that their entry decisions on at least some routes are sensitive to new in-
formation about incumbent prices and expected route profitability.12 We
present new evidence that favors a deterrence explanation, focusing on
routes with a single dominant incumbent when entry is threatened, which
are almost all routes fromone of the dominant incumbent’s hubs, as these
routes come closest to themarket structure assumed inmodels of strategic
investment, including ours. We show that the data are particularly consis-
tent with a limit pricing/signaling explanation, where incumbents use
prices to signal information about the profitability of the route to South-
west. Most of our analysis will focus on the average price charged by a car-
rier, but results in appendixes C.4 and D.2.3 will show that we observe sim-
ilar price changes across the price distribution, which theory predicts
should happen if a limit pricing incumbent can price discriminate be-
tween different classes of customer (Pires and Jorge 2012).
A critical feature of our story is that the incumbentmust have some pri-

vate information that will affect how tough it will be as a competitor. For
an airline, the marginal cost of selling a seat to a local passenger depends
on the demand for seats on the same flight from connecting passengers
(i.e., those traveling as part of longer itineraries). Edlin and Farrell (2004)
and Elzinga andMills (2005) document the difficulties of estimatingmar-
ginal costs on routes where connecting traffic is important, even with ac-
cess to a carrier’s internal data. Almost all of the routes in our dominant
incumbent sample are routes from hubs where connecting traffic is espe-
cially important.We provide amodel where the incumbent’s private infor-
mation is about the level of connecting demand and its marginal costs de-
pend on this demand and endogenously chosen capacities in appendix F.13
11 For example, when Southwest entered Philadelphia in 2004, then US Airways CEO
David Siegel told employees, “Southwest is coming for one reason: they are coming to kill
us. They beat us on the West Coast, and they beat us in Baltimore. If they beat us in Phil-
adelphia, they’re going to kill us” (Business Travel News 2004).

12 For example: “It’s all based on customer demand. We’re always evaluating markets to
see if they are overpriced and underserved” (quote from Southwest spokesperson Brandy
King, cited in Swett 2002). Also: “Southwest does not have any hard and fast criteria dictat-
ing when it enters a market. The method is a cautious, reactive approach designed to take
advantage of opportunities as they arrive” (quote from Brook Sorem, Southwest’s manager
of schedule planning, reported inWorld Airport Week 1998). Herb Kelleher, longtime chair-
man and CEO of Southwest, also admitted to having at least six different strategic plans for
how Southwest might develop in the northeastern United States after its initial entry into
Providence, Rhode Island (McCartney 1996). Consistent with entry decisions becoming
more sensitive to time-varying information, Boguslaski, Ito, and Lee (2004) show that fixed
market characteristics explained fewer of Southwest’s entry decisions over the 1990s.

13 Of course, connecting traffic is likely to be correlated across routes, and we have not
tried to design a model where Southwest (or any other potential entrant) can make infer-
ences from pricing behavior on multiple routes.
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B. Data
Most of our data are drawn from the US Department of Transportation’s
Origin-Destination Survey of Airline Passenger Traffic (data bank 1; DB1),
a quarterly 10% sample of domestic tickets, and its T100 database that
reports monthly carrier-segment-level information on flights, capacity,
and the number of passengers carried on the segment (which may in-
clude connecting passengers). We aggregate the T100 data to the quarterly
level to match the structure of the DB1 data, and we include flights op-
erated by and trips on regional affiliates operating for the primary carrier.
From DB1, we drop itineraries with prices greater than $2,000 and less
than $25 (for one-way trips, we use half these amounts) and those involv-
ing more than one connection in either direction. Our data cover the
period from 1993:1 to 2010:4 (72 quarters).
Following Goolsbee and Syverson (2008), we define a market as a non-

directional airport pair with quarters as periods. We consider only pairs
where on average at least 50 DB1 passengers are recorded as making re-
turn trips each period, possibly using connecting service, and in every-
thing that follows a one-way trip is counted as half of a round trip. We also
exclude pairs where the round-trip distance is less than 300 miles. We de-
fine Southwest as having entered a route once it has at least 65 flights per
quarter recorded in T100 and carries 150 direct passengers on the route
in DB1, and we consider it to be a potential entrant once it serves at least
one route nonstop out of each of the end point airports.14

Based on our potential entrant definition, there are 1,542markets where
Southwest becomes a potential entrant after the first quarter of our data
and before 2009:4. We choose this cutoff so that we can look at whether
Southwest enters in the following year. Southwest enters 337 of thesemar-
kets during the period of our data. We will call these 1,542 markets our
“full sample.” However, we will focus most of our analysis on a subset of
markets where one carrier is a dominant incumbent before Southwest en-
ters. As we want to identify sustained dominance in a market, we use the
following rules to identify a dominant carrier (where we treat a carrier on
a route before and after a merger as the same carrier, even if the merger
changes the carrier’s name):

1. To be considered “active” in a route quarter, a carrier must have at
least 150 DB1 direct (i.e., not connecting) passengers.

2. Once the carrier becomes active in a market, it is considered dom-
inant in themarket if three conditions aremet: (i) it must be active
in at least 70% of quarters before Southwest enters, (ii) in 80% of
those quarters it must account for 80% of direct traffic and at least
14 The results are not sensitive to our 65-flight threshold, as there are less than 2% of
route quarters where Southwest has more than one flight but fewer than 100 flights per
quarter.
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50% of total traffic, and (iii) during the time that Southwest is a
potential entrant, Southwest must carry fewer than an average of
50 DB1 passengers per quarter. These thresholds are also chosen
so that there are few observations close to them.

We identify 109 markets, listed in appendix C.1, with a dominant in-
cumbent before Southwest enters. However, Southwest enters some of
these routes in the same quarter that it becomes a potential entrant,
and for others Southwest is already a potential entrant when the incum-
bent meets our definition of dominance. As a result, there are 65 markets
where we observe a dominant incumbent both before Southwest is a po-
tential entrant and after it is a potential entrant but before it actually en-
tered. It is price changes on these routes that can identify how the entry
threat changes the dominant incumbent’s behavior, although we include
all 109 routes in our “dominant incumbent” sample regressions to more
precisely identify the coefficients on the time effects and other controls.
Table 1 provides some summary statistics that allow for a comparison of

routes in the different samples.While all sets of routes have heterogeneous
characteristics, dominant incumbent markets tend to be shorter, with end
point airports that are more likely to be primary airports in large cities.
TABLE 1
Comparison of Markets in the Full Sample and Dominant Incumbent Samples

FULL SAMPLE

DOMINANT INCUMBENT SAMPLES

109 Markets 65 Markets

Mean
Standard
Deviation Mean

Standard
Deviation Mean

Standard
Deviation

Mean end point
population (millions) 2.509 1.918 2.834 1.923 3.218 2.112

Round-trip distance (miles) 2,525.11 1,352.57 1,257.57 743.08 1,344.5 798.75
Constructed market size

measure 33,005 46,389 65,637 68,589 52,325 62,642
Origin or destination is a:
Primary airport in
multiairport MSA .186 .389 .321 .469 .262 .443

Secondary airport in
multiairport MSA .316 .465 .321 .469 .369 .486

Airport in big city .643 .479 .844 .364 .877 .331
Leisure destination .108 .311 .110 .314 .092 .292
Slot-controlled airport .039 .193 .064 .246 .108 .312

Number of markets 1,542 109 65
Note.—Wedefine leisure destinations (primarily cities in Florida; Las Vegas; Charleston,
SC; andNewOrleans) and big cities (top 30metropolitan statistical areas [MSAs] excluding
leisure destinations) following Gerardi and Shapiro (2009). We define New York’s John F.
Kennedy, LaGuardia, and Newark; Washington’s Reagan; and Chicago’s O’Hare airports as
slot controlled, although slot controls are no longer in place at O’Hare. We identify metro-
politan areas with more than one major airport using Wikipedia (http://en.wikipedia.org
/wiki/List\ _of\ _cities\ _with\ _more\ _than\ _one\ _airport) and identify the primary air-
port as the one with the most passenger traffic in 2012.
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They are also larger by a measure of market size that we construct using an
estimated generalized gravity model (see app. C.2) so that we capture how
traffic varies systematically with both distance and the total number of pas-
sengers using the endpoint airports, in ways thatmore commonpopulation-
based measures of market size do not. As we will use the market size vari-
able as an exogenous determinant of the probability of Southwest’s entry
into a market, we base our explanatory variables on passenger flows in
1993:1, the first quarter of our sample, when we estimate the gravity equa-
tion and predict market sizes for subsequent quarters. All of the markets
in our dominant firm sample are shorter than the longest routes that
Southwest flies nonstop (such as Las Vegas–Providence), so its entry should
be feasible.
Our analysis will focus on how incumbent prices change when South-

west threatens entry. For each market, we split the sample quarters into
three groups:

• Phase 1: before Southwest is a potential entrant on the route.
• Phase 2: when Southwest is a potential entrant on the route but has
not (yet) entered.

• Phase 3: after Southwest has entered.

Table 2 reports, for our dominant incumbentmarkets, summary statistics
for prices, capacities, and passenger flows for each of these phases. The
dominant carrier’s average capacity and passenger numbers are higher
for phase 3 observations because Southwest enters only a selected set of
markets. The statistics are consistent with Southwest’s actual entry reduc-
ing the incumbent’s price and its market share significantly, suggesting
that an incumbent would be willing to make investments that reduce
its current profits if doing so could deter or delay entry.
The summary statistics also suggest that incumbents lower prices by an

average of almost $90 (15%) when Southwest threatens entry (the com-
parison is most straightforward for the middle columns where the set of
markets is the same). This is the pattern documented by Goolsbee and
Syverson (2008) using a regression analysis for a broader sample of mar-
kets from 1993 to 2004.We have repeatedGoolsbee and Syverson’s (2008)
regression analysis, which estimates price effects for quarters aroundwhen
Southwest becomes a potential entrant and an actual entrant, controll-
ing for market-incumbent fixed effects,15 quarter fixed effects, and time-
varying controls, using our dominant incumbent sample (app. C.4).
15 The name of the dominant carrier can change during the sample because of a merger.
For example, the dominant incumbent on the Hartford–Minneapolis route was Northwest
at the start of our sample and Delta at the end of our sample. In this analysis and in our
analysis in sec. IV, we give the carrier the identity of the owner at the end of the sample.
On this basis, there is one incumbent for each of the dominant incumbent markets in
our sample.
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For both average yield (average price divided by route distance) and
the log of average price measures, as well as percentiles of the price and
yield distributions, we estimate that, on average, dominant incumbents
lower prices by 10%–14% when Southwest becomes a potential entrant
and by an additional 30%–45% if Southwest actually enters, relative to
the incumbent’s pricesmore than eight quarters before the start of phase
2. The phase 2 declines are slightly smaller than those estimated byGools-
bee and Syverson (2008), but the phase 3 declines are larger, consistent
with a dominant incumbent’s phase 1 prices reflecting significantmarket
power. We also observe two other interesting patterns: first, incumbents
start to lower prices two quarters before the start of phase 2. This pattern
is consistent with our model once we recognize that Southwest’s entry is
typically announced several months before it operates flights and that in-
cumbents should want to try to influence Southwest’s choice of routes to
enter from that date, whereas we have defined the start of phase 2 based
on when Southwest begins to operate flights at both end points.16 Sec-
ond, we estimate that, on average, incumbent prices fall by more over
time during phase 2—that is, when Southwest does not actually enter. Ad-
ditional investigation reveals that this feature is driven by a subset of the
dominant incumbent markets in our data and that both our basic model
and especially an extended version of our model are able to explain this
feature as well (secs. V, VI; app. F).
Table 2 also reports a number of other statistics for the incumbent and

Southwest. Over 80% of the incumbent’s passengers on our route seg-
ments are making connections during phase 2, suggesting that explana-
tions for marginal-cost opaqueness based on connecting passenger flows
are appropriate.We can also see that during phase 2 the incumbent’s load
factor tends to increase and that Southwest carries only a small share of
the passengers on the route through its connecting service (of course,
our rules for defining dominant incumbents were designed to make sure
that Southwest is not a significant competitor when it is a potential en-
trant). These facts provide some preliminary evidence against explana-
tions for phase 2 price reductions that are based on the incumbent’s mar-
ginal costs falling (marginal cost should increase in the load factor) or
actual competition from Southwest once it serves the end point airports.
IV. Nonmonotonic Relationship between Incumbent
Price Reductions and the Probability
of Southwest Entry
In this section, we show that in our data there is a nonmonotonic rela-
tionship between the probability that Southwest enters a dominant
16 For a sample of 24 airports where we could identify the exact dates that Southwest an-
nounced its entry and began flights, the average gap was 140 days. It is possible that rival
airlines anticipate Southwest’s entry some weeks before its entry is announced.
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incumbent market and how much the incumbent lowers its price in
phase 2. This is consistent with the roughly U-shaped relationship pre-
dicted in figure 1d. We will argue that limit pricing is the explanation that
best describes this relationship and other features of the data. Readers
should refer to appendix D and Sweeting, Gedge, and Roberts (2018)
for additional discussion and results.
We estimate the relationship between the probability of entry and

phase 2 price reductions using a two-stage approach. Our second-stage
specification is

Price Measurej ,m,t 5 gj ,m 1 tt 1 aXj ,m,t 1 :::

b0SWPEm,t 1 b1 brm � SWPEm,t 1 b2 brm
2 � SWPEm,t 1 ej,m,t ,

(7)

where brm is the predicted probability that Southwest will enter within four
quarters. Specification (7) is estimated only using observations on the
dominant incumbent’s prices during phases 1 and 2 (i.e., before South-
west actually enters), and SWPEm,t is an indicator for phase 2 observations,
X includes dummies for the number of observed direct and connecting
competitors on the route and jet fuel prices interactedwith route distance,
and gj,m and tt are market-incumbent and quarter fixed effects, so that
the b coefficients measure how the incumbent changes prices when entry
is threatened as a function of brm . We test for a nonmonotonicity using a
quadratic specification because of the small number of observations (in
app. D.2.2 we show that a plot of the estimated price declines in each mar-
ket against the probability of entry also indicates a nonmonotonicity). A
pattern where bb0 ≈ 0, bb1 < 0, and bb2 > 0 will be consistent with figure 1d.
Specification (7) is essentially a cross-market regression of changes in

one market outcome (the incumbent’s price) on the predicted probabil-
ity of another market outcome (whether Southwest enters). As we do not
have an additional set of similar markets where entry was threatened but
limit pricing was not possible that we can use as controls, we face a num-
ber of possible endogeneity concerns in interpreting the results as re-
flecting how the threat of entry causes limit pricing behavior. These con-
cerns shape how we construct our brm and lead us to consider a range of
possible alternative explanations for a U-shaped relationship.
The parameter brm is estimated in a first stage using a probit specifica-

tion. The dependent variable equals one if and only if Southwest enters
the market within four quarters of becoming a potential entrant.17 The
17 We examine entry within four quarters, and end our analysis 1 year from the end of
ur data, so that we do not have to deal with the truncation that results from different mar-
ets being exposed to the threat of entry for different numbers of periods. Our specifica-
on assumes that there is a positive and monotonic relationship between the probability
at Southwest will enter within four quarters and the probability that it will enter in later
uarters if it has not already done so.
o
k
ti
th
q
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explanatory variables include quarter dummies, measures of market size
and concentration, and measures of how the route fits into the networks
of the incumbent and Southwest. We make two choices to reduce the
possibility that phase 2 price cuts could affect the entry decisions in our
first-stage specification. First, the probit is estimated using the full sample
excluding our dominant incumbent markets. Second, any variables based
onpassenger flows, which could be affected by prices, are calculated using
phase 1 quarters that are more than 1 year before the start of phase 2.18

Appendix D.2.3 shows that our second-stage results are robust to reducing
the set of explanatory variables even further.
The probit estimates are presented in appendix D.1, and they show

that Southwest is more likely to enter shorter and larger markets, routes
that include one of its focus airports, and markets that are more concen-
trated before it enters. When we apply the estimates to the 65 dominant
incumbent markets with phase 1 and phase 2 observations, the predicted
probabilities of entry within four quarters vary from 2:6 � 1024 to 0.99,
with the 20th, 40th, 60th, and 80th percentiles at 0.02, 0.12, 0.28, and
0.54, respectively.
Columns 1 and 2 of table 3 show the estimated second-stage coeffi-

cients for the log(average price) and average yield price measures (for
TABLE 3
Second-Stage Estimates of the Relationship between the Probability

That Southwest Enters and Changes in Incumbent Prices,

Capacities, Segment Traffic, and Load Factors

Dependent Variable
Log Price

(1)
Yield
(2)

Log
Capacity

(3)

Log
Passengers

(4)

Log Load
Factor
(5)

SWPEm,t 2.043* 2.002 .068 .144*** .076***
(.023) (.014) (.043) (.044) (.017)

crm � SWPEm,t 2.693*** 2.732*** .040 .578 .538***
(.182) (.142) (.362) (.413) (.142)

crm
2 � SWPEm,t 1.169*** 1.046*** 2.820 22.053*** 21.233***

(.256) (.219) (.619) (.749) (.236)
Observations 3,884 3,884 3,400 3,400 3,400
18 For 474 of the 1,54
quarters, and in this cas
2 markets
e we use a
in the full s
ll of the ph
ample, we ha
ase 1 quarte
ve only fewer th
rs that we do ha
Note.—Heteroskedasticity-robust Newey-West standard errors allowing for one-period
serial correlation and corrected for first-stage approximation error in the entry probabili-
ties are given in parentheses. The number of observations reflect differences in the cover-
age and reporting in the DB1 and T100 data during our sample period. The predicted
probability that Southwest enters within four quarters of becoming a potential entrant is
based on estimates reported in app. D.1, and these specifications include market-incumbent
and quarter fixed effects and time-varying controls listed in the main text.
* Significant at the 10% level.
*** Significant at the 1% level.
an four phase 1
ve.
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graphical illustration, see fig. D.1; figs. D.1, D.2, E.1, E.2, F.1–F.3 are avail-
able online). There is a U-shaped relationship between price changes
and the probability of entry. The largest and most significant predicted
price declines of just under 15% relative to phase 1 prices happen when
the probability of entry is in the region of 0.3 or 0.4. In both cases, price
declines for very high or low entry probabilities are predicted to be small
and/or statistically insignificant.
This pattern is consistent with the prediction of our limit pricingmodel

when we exogenously varied the probability of entry by changing market
size, but there are several possible alternative explanations for why we ob-
serve this pattern in the data. Here we briefly summarize the arguments
against these alternatives that are discussed in detail in appendix D.2.3.
Several explanations would involve the incumbent’s prices falling in

phase 2 because its marginal costs are falling. One story would be that air-
port improvements (e.g., capacity increases) lower the incumbent’s mar-
ginal costs and lead Southwest to consider entering the airport. If this
is particularly pronounced for intermediate probability of entry markets,
then this could generate a U-shaped pattern. We address this possibility
by showing that the estimated nonmonotonicity is robust to including air-
port� phase 2 fixed effects, so that identification comes from variation in
entry probabilities across routes within airports. We also find no evidence
of a nonmonotonicity at the end of phase 1, which we might expect if air-
port developments cause incumbents to lower prices and Southwest to
consider entering an airport. Alternative stories would involve the incum-
bent’s marginal costs falling because it responds to the threat of entry by
increasing its capacity, possibly to try to deter entry (e.g., Dixit 1980), or
because it loses customers, lowering its load factor, once consumers can
fly Southwest to other destinations.19 Columns 3–5 of table 3 address these
questions using our specification (7) and the natural logs of the incum-
bent’s capacity, the total number of passengers on its flights, and its aver-
age load factor as dependent variables. The estimated coefficients (and
the plots available in fig. D.1) indicate that traffic and load factors in-
crease in the intermediate probability of entry markets, while capacity
does not change significantly. These results are not consistent with the in-
cumbent’s marginal costs falling. In appendix D.2.3, we also present re-
sults suggesting that competition from the connecting service that South-
west can provide in phase 2 does not explain the results.
A final alternative explanation is that incumbents lower prices to

build up the loyalty of their customers, possibly by encouraging them
19 The model presented in sec. II did not include capacity investment, and variation in a
carrier’s optimal capacity investment policy with market size when facing the possibility of
new entry as market size varies, even without any deterrence incentives, could affect pric-
ing. This is one reason why we discuss a model where capacity investment is an integral part
of the model in sec. VI.
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to accumulate miles in frequent-flyer programs (FFPs).20 Appendix D.3
discusses evidence that suggests that loyalty building is unlikely to be
the primary reason why prices fall. We observe significant nonmonotonic
price declines across the price distribution, not just for more expensive
seats that will tend to be bought by business travelers who are most likely
to be members of FFPs, and we are also not able to find any evidence that
price reductions increase an incumbent’s future demand as a loyalty story
would suggest. It also seems unlikely that across-the-board reductions in
ticket prices would be more effective at building loyalty or FFP participa-
tion than targeted rewards, such as double- or triple-miles promotions,
which we cannot observe in the data.
V. Calibration
In this section, we calibrate a version of the model from section II where
we allow for a more flexible model of mean entry costs to capture how
entry probabilities vary across markets and over time. We choose the de-
mand, marginal cost, and entry cost parameters using no information on
how incumbent prices change during phase 2.We show that the calibrated
model predicts a pattern of price declines thatmatches the nonmonotonic
pattern of price reductions in the data quite accurately. We use the cali-
brated model to quantify the welfare effects of limit pricing and of subsi-
dies that would encourage Southwest to enter.
A. Parameter Estimation

1. Overview
Our dominant incumbent sample contains heterogeneous markets with
different demands and costs that vary over time and where many factors
affect how likely Southwest is to enter. It is computationally infeasible to
structurally estimate a version of the model that captures all of this het-
erogeneity. We therefore choose to use a single set of demand and mar-
ginal cost parameters, where dynamics enter only throughmarginal costs,
and we create a transformed market size variable that allows us to capture
cross-market variation in entry probabilities in a single dimension. In this
subsection, we describe how we choose the demand andmarginal cost pa-
rameters, transformmarket size, andmatch empirical entry hazards to es-
timate the distribution of entry costs.
20 This type of strategy could be rationalized by either entry-deterrence or entry-
accommodation incentives (loyalty could soften postentry competition or increase the
incumbent’s demand), although the observed nonmonotonicity is consistent only with a
deterrence explanation, as accommodation would suggest that we should see the largest
strategic investments in markets where entry is most likely.
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2. Demand Estimation
We model passenger demand using a one-level nested logit structure,
where the incumbent and Southwest (once it enters) are in one nest and
choosing not to travel or flying another carrier form the outside good.
The indirect utility function is

ui,j ,m,t 5 mj 1 t1Tt 1 t224Qt 1gXj ,m,t 2apj ,m,t 1 yj,m,t 1 zFLY
i,m,t 1 ð1 2 lÞεi,j ,m,t

; vj ,m,t 2apj ,m,t 1 yj ,m,t 1 zFLY
i,m,t 1 ð12 lÞεi,j ,m,t ,

(8)

where we allow mean utility to depend on the number of other carriers
that carry any passengers direct (the interpretation is that these carriers
affect the value of the outside good); a linear time trend; quarter-of-year
dummies; route distance and distance squared; dummies for routes in-
volving a hub, a tourist destination, or an end point in ametropolitan sta-
tistical area withmultiplemajor airports; and dummies for Southwest and
the major incumbent carriers. We estimate demand using the standard
estimating equation for a nested logit model using aggregate data (Berry
1994). Our observations are phase 1 observations for the dominant in-
cumbent and (where available) phase 3 observations for the incumbent
and Southwest from the 109 dominant incumbent markets. Table 4 re-
ports the estimates for the price and nesting parameters using ordinary
least squares and our preferred two-stage least squares (2SLS) specifica-
tion, where we instrument for a carrier’s price and a carrier’s share of
its nest using fuel prices interacted with route distance, as well as—for
Southwest—a measure of the incumbent carrier’s presence (measured
by the proportion of traffic served) at the end point airports and whether
an end point is a hub for the incumbent and—for the incumbent—an
TABLE 4
Nested Logit Demand: Price and Nesting Parameters

OLS 2SLS

Fare ($, hundreds; â) 2.317*** 2.446***
(.011) (.034)

Inside share (l̂) .748*** .793***
(.033) (.072)

Observations 6,037 6,037
R 2 .301
Note.—Specification also includes a linear time trend,
quarter-of-year dummies, dummies for Southwest and the
major incumbent carriers, market characteristics (distance,
distance2, indicators for whether the route includes a carri-
er’s hub or a leisure destination or is in a city with another
major airport), and dummies for the number of competi-
tors offering direct service. The instruments used for 2SLS
are described in the main text. Robust standard errors are
given in parentheses. OLS 5 ordinary least squares.
*** Significant at the 1% level.
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indicator for whether Southwest has entered and Southwest’s presence at
the endpoints. The2SLSparameters imply that the incumbent andSouth-
west are quite close substitutes, and the average phase 3 own-price elastic-
ity for an incumbent is 22.92.
3. Marginal Cost Estimation
We use the demand estimates and the first-order conditions associated
with static, complete-information profit maximization for quarters in
phases 1 and 3, under the assumption that limit pricing takes place only
in phase 2, to infer the carriers’marginal costs in each quarter. The aver-
age implied marginal cost for the incumbent is $258. On average, South-
west’s implied marginal costs are 31% (or 5.4 cents per mile) lower than
the incumbent’s during phase 3, which is consistent with differences be-
tween the average operating cost per available and per equivalent seat
mile for legacy carriers and Southwest reported by the MIT Airline Data
project based on data from the Department of Transportation’s Form 41
(available at http://web.mit.edu/airlinedata/www/default.html). We es-
timate an AR(1) process using the implied marginal costs per mile:

mcj,t 5 rARmcj ,t21 1 Xj ,tg 1 mt 1 mj 1 εj ,t , (9)

where mt and mj are quarter and carrier dummies. The controls in X in-
clude interactions between the one-quarter-lagged jet fuel price and dis-
tance, market size, average end point populations, and a dummy for
whether an end point airport is slot controlled. Table 5 shows the esti-
mates of pAR from four specifications. In the 2SLS specifications, we in-
strument for the lagged marginal cost using three previous lags, as we
TABLE 5
Marginal Cost Evolution: Estimates of Serial Correlation

OLS All
Carriers

(1)

2SLS All
Carriers

(2)

2SLS
Southwest

(3)

2SLS
Incumbents

(4)

MC  dper milej ,m,t21 .916*** .974*** .978*** .962***
(.037) (.013) (.039) (.012)

Observations 5,658 4,710 1,492 3,218
R 2 .834
Note.—The dependent variable is MC  dper milej ,m,t , carrier j’s computed marginal cost
(MC) per mile in market m in quarter t. The specification also includes market character-
istics (market size, average population, distance, and a dummy for whether one of the air-
ports is slot constrained), quarter dummies, carrier dummies, and the lagged price of jet
fuel interacted with route distance. In columns 2–4, we use the third through fifth lags of
marginal cost per mile to instrument for lagged marginal costs. Robust standard errors,
corrected for the uncertainty in the demand estimates, are given in parentheses. OLS 5
ordinary least squares.
*** Significant at the 1% level.



1178 journal of political economy
recognize that our estimates of a carrier’s marginal cost in any quarter
are functions of noisy estimates of average prices and market share.
4. Choosing the Demand and Marginal Cost
Parameters for the Entry Cost Calibration
As explained above, we use a single set of “representative market” de-
mand and marginal cost parameters when performing the calibration.21

We assume a nested logit model of demand and use the estimated price
and nesting coefficients of 20.45 and 0.8, respectively. The value of car-
rier quality for the incumbent, vI, is 0.75, and Southwest’s is 0.66.22 These
qualities are treated as fixed over time, although this assumption could
be relaxed at the cost of a much greater computational burden.
We assume that Southwest’s marginal costs are fixed and equal to $168.

The incumbent’s marginal costs are allowed to vary within a range of cI 5
$238 and cI 5 $278 around the mean of $258. Based on the estimated
AR(1) parameter, we assume that

cI ,t 5 0:97 � cI ,t21 1 ð1 2 0:97Þ � cI 1 cI

2
1 εI ,t , (10)

where εI ,t ∼ TRN ð0, j2
c , cI 2 cI ,t21, cI 2 cI ,t21Þ and the untruncated stan-

dard deviation, jc, is $36. This standard deviation allows us to match the
interquartile range of the estimated innovations in marginal costs in col-
umn 2 of table 5 based on a representative market distance of 1,200miles.
We acknowledge that there is some arbitrariness in our choices, as we do
not know what portion of the marginal cost innovations is unobserved by
the potential entrant.However, we are assuming that the range ofmarginal
costs is similar to the standard deviation ofmarginal cost innovations, im-
plying that knowledge of the incumbent’s current marginal cost should
not be especially informative about whether itsmarginal cost in future pe-
riods will be high or low. Therefore, one would expect our assumptions to
generate onlymild incentives for the incumbent to engage in limit pricing.23
21 This is done partly to reduce the computational burden, but it is also done to avoid
double counting how factors such as route distance affect how attractive a market is for
Southwest to enter. As we describe below, we will create a rescaled market size variable that
accounts for how distance and other variables affect entry probabilities, and this adjust-
ment should capture factors that influence the probability of entry through demand or
marginal costs.

22 During phase 3, the average difference between the estimated vj,m,t’s of Southwest and
the incumbent is 20.088, which is consistent with Southwest having a lower phase 3 price
but a similar market share (table 2).

23 We also note that we did not impose that marginal costs can only lie on an interval
when we estimated the AR(1) process. It would be hard to impose the truncation when
dealing with markets of different lengths when we are allowing observable time-varying co-
variates, such as fuel prices, to affect the mean level of marginal costs in different ways in
different markets.
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5. Predicted Entry Probabilities and the Rescaling
of Market Size
We now describe how we rescale market size to capture howmany observ-
able factors affect the probability that Southwest will enter and how we
choose empirical entry hazards that will be matched when we estimate
the distribution of entry costs. We estimate a Weibull hazard model for
Southwest’s entry once it becomes a potential entrant using the full sam-
ple of data. The covariates include market size in the quarter that South-
west becomes a potential entrant, the explanatory variables included in
the probit model in section IV, and a dummy for the market being in the
dominant incumbent sample.24 The Weibull structure allows us to cap-
ture the fact that the probability that Southwest enters in quarter t con-
ditional on not entering previously tends to fall over time.
We use the estimated parameters on the market-level variables in the

baseline hazard function to rescale the market size variable so that the
hazards based on the rescaled variable alone are identical to those pre-
dicted by the estimated multivariate hazard model. The effect of this re-
scaling is illustrated in table 6 for three markets that have Omaha as an
end point. While Las Vegas–Omaha has a small market size, the probabil-
ity of entry is relatively high because Las Vegas is a leisure destination and
a Southwest focus city. This leads to its rescaled market size being larger
than those for the other markets in the table. The table also shows that
the implied hazard entry probabilities (i.e., the probability that South-
west will enter in a quarter conditional on not having entered in earlier
quarters) decline over time, as well as being heterogeneous across mar-
kets. We use a more flexible model of mean entry costs than we assumed
in section II to fit this pattern.
6. Entry Cost Parameters
We assume that Southwest’s entry costs in period t, where tmeasures the
number of quarters since Southwest became a potential entrant, are nor-
mally distributed, N(mm,t, j2

k). We use a single parameter for the standard
deviation because this is an important parameter that directly affects
shading through its effect on g(k) (see eq. [4]). We allow a flexible model
of the log of mm,t to fit the heterogeneity in the data. Specifically, it can
24 We include the dominant incumbent markets in the sample with a dummy explana-
tory variable so that we exactly match the average probability of entry for these markets.
The time until Southwest enters is measured by the number of quarters since Southwest
became a potential entrant plus 0.25, where the addition is required so that we can include
those markets that Southwest entered in the same quarter that it entered the end point
airports. As mentioned below, we will not try to match predicted probabilities for the first
quarter, where the chosen addition has a disproportionately large effect on the predicted
hazard.
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vary with the log of rescaled market size, and it can increase by a factor of
ð1 1 gm,1Þtgm,2 eachquarter, wheregm,1 is constrained tobepositive.We inter-
pret the variation withmarket size as reflecting the fact that our estimated
entry cost should include the discounted value of future fixed costs, in-
cluding the costs associatedwith capacity, that Southwest commits to when
it enters. It is plausible that capacity costs will be larger inmarkets that are
larger or where Southwest expects to have a larger market share. We as-
sume that the increase in entry costs stops after 30 quarters, at which point
the carriers play the limiting infinite-horizon version of our model.25 Both
the incumbent and Southwest anticipate this increase, which provides
Southwest with a strong incentive to enter early even when the increases
in entry costs are small. We allow the logs of gm,1 and gm,2 to vary with a qua-
dratic in rescaled market size.26 The discount factor is 0.98, so that time
periods can be interpreted as quarters.
We estimate the entry cost parameters byminimizing the sumof squared

differences between the entry probabilities predicted by themodel to the
predictions from the estimatedWeibull model for t 5 2, . . . , 20, for every
fifth dominant incumbent market, when we order markets by rescaled
market size, so that we use 21 markets in total.27 A nested fixed point ap-
proach is feasible because we can solve for equilibrium entry strategies
TABLE 6
Weibull Hazard Model: Predicted Hazard Rates and Rescaled

Market Size for Three Markets

Route
Original

Market Size dhm,2
dhm,10

Rescaled
Market Size

Las Vegas–Omaha 19,820 .208 .098 46,462
Omaha–St. Louis 36,568 .092 .042 37,402
Minneapolis–Omaha 38,763 .037 .017 27,948
25 Our estimates imply that me
sults are almost identical if we a
than 30 quarters (see app. B; fig

26 We arrived at these specifica
groups of markets split by rescal
parameters within each group. O
mated parameters varied across

27 The empirical hazard for the
ing of entry described in n. 24,
model using an objective functio
between the implied and empiri
tive results but larger welfare eff
smallest markets, which generate
an entry costs rise v
llow mean entry co
. E.2).
tions by initially calib
ed market size with
ur chosen specifica
the five groups almo
first quarter is sens

so we do not try to
n that is based on pr
cal entry probabiliti
ects because the im
s greater shading.
ery little after
sts to increas

rating entry
no cross-mar
tions allow u
st perfectly.
itive to the ad
match it. We
oportional (n
es. This prod
plied probab
15 quarters
e for 50 qua

cost distribu
ket heteroge
s to match h

hoc additio
have also e
ot absolute)
uces very sim
ility of entry
Note.—The table shows, for three examplemarkets, the original market size (constructed
as described in app. C.2); estimated probabilities of entry after two and 10 quarters (“haz-
ard rates”), conditional on not having entered in an earlier period; and our rescaled mar-
ket size that captures all of the observed variables entering the linear index of the hazard
model. The hazard entry probabilities are calculated by finding the survival probability, Sm,t,
for each quarter and then calculating entry probability as ðSm,t21 2 Sm,tÞ=Sm,t21.
, and our re-
rters rather

tions for five
neity in the
ow the esti-
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differences
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using a complete-information formulation of the model, so that there is
no need to estimate equilibrium limit pricing strategies at each iteration.
Table 7 shows the estimated entry cost parameters. Figure 2 shows that

we are able to match the predicted probabilities quite closely,28 and fig-
ure E.1 shows how the implied entry cost parameters vary across markets.
Mean initial entry costs vary almost linearly with rescaled market size in
our data. For the median market, the mean initial entry cost (mm,1) is
$44.2million. An increase in rescaledmarket size of 1,000 people increases
mean initial entry costs by around $1.25million or just over $90 per South-
west passenger per quarter given Southwest’s average postentry market
share. This compares with average variable Southwest profits per passen-
ger of around $110. If we assume that all of the variation in mean entry
costs with market size reflects future fixed costs associated with capacity,
we would infer that the remaining true sunk entry cost would be close to
$1.4 million, which seems plausible.29 The standard deviation of entry
costs is close to $204,000, which does not seemunreasonable for the types
of routes in our sample. Figure E.2 shows the implied path of the mean
entry cost (including discounted fixed costs) and the probability of entry
for the median market. The small increase in mean entry costs (less than
1% over 6 years) is sufficient to explain the large fall in entry probabili-
ties. We can interpret this increase as reflecting the expiry of financial in-
centives, such as reduced landing fees and subsidizedmarketing, that are
often available for the first few years after a carrier enters an airport, or a
more behavioral explanation involving Southwest’s managers being more
attentive to possible profitable route additions when they initially enter an
airport.
B. Predicted Limit Pricing and Its Relationship
with the Probability of Entry
Given the calibrated parameters, we solve for equilibrium limit pricing
strategies for each market for each quarter after entry starts to be threat-
ened (for the computational details, see app. B). Figure 3A shows the re-
lationship between the model-implied probability that Southwest enters
in the first four quarters that it is a potential entrant and the expected
change in the incumbent’s price, relative to the static monopoly price,
28 The figure is drawn for the 21 markets used in estimation. We have also examined the
fit for the 65 markets that identified the nonmonotonic relationship in sec. IV. For the two
largest markets, our estimated model implies that entry probabilities are much lower than
our hazard model predicts for periods after t 5 10. However, this difference has almost no
effect on our welfare calculations, as the parameters imply that entry within 1 year is almost
certain.

29 This calculation is done assuming that the relationship all the way down to a rescaled
market size of zero is linear, which would not be consistent with the assumed functional
form, even though the relationship is almost perfectly linear in the data (fig. E.1).
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during these quarters if entry does not occur. Each circle represents a
dominant incumbent market. Figure 3B shows the estimated change in
log(average price) based on the coefficients in table 3.
The obvious similarities are that both figures show a clear nonmono-

tonic relationship between price changes and the probability of entry.
The largest price decline predicted by themodel (17%) is within the con-
fidence intervals of the largest decline in price (15%) estimated from the
data, with both occurring for intermediate probabilities of four-quarter
entry (0.55 and 0.31). The main difference is that the estimated curve
predicts price increases for high probabilities, a feature that our model
can never generate (a firm never has a reason to charge more than the
static monopoly price). The problem here is with the extrapolation im-
plied by the quadratic: we observe only a fewmarkets with very high entry
probabilities where we can identify price effects, and in these markets
FIG. 2.—Match of empirical entry probabilities (conditional on entry having not already
occurred) and the probabilities predicted by the calibrated model for the 21 markets used
in the calibration.
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there is no evidence of large price increases (see app. D.2.2). Overall, we
interpret the comparison as providing solid evidence that our limit pric-
ing model provides a plausible explanation for why dominant incum-
bents lower prices when Southwest threatens entry.
C. Welfare Effects of Potential Competition
under Asymmetric and Complete Information
We use the model to perform two types of calculation. The first calcula-
tion estimates the welfare effects of limit pricing in our dominant incum-
bent markets by comparing outcomes under asymmetric information
and under complete information about the incumbent’s marginal costs.
The results are shown in table 8 for three example markets and when we
add all of the dominant incumbent markets together. Consumer surplus
and incumbent profits are computed using our “true” market size mea-
sure, which is consistent with viewing the additional factors that enter re-
scaled market size as being ones that affect Southwest’s entry costs. We
assume that Southwest arrives as a potential entrant once the incumbent
has chosen its static monopoly price in the first period and can choose to
enter immediately, so that limit pricing begins in the second period if en-
try does not occur.
In the Hartford–Minneapolis market, Southwest is unlikely to enter,

and our model predicts that the threat of possible entry will reduce the
FIG. 3.—Predicted and estimated relationships between price changes and the probabil-
ity of entry.
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incumbent’s price by around $20 (or 3.8%). However, using a quarterly
discount factor of 0.98, this percentage reduction implies a present value
of savings for consumers who would have traveled with monopoly pricing
of $4.32million (in 2009 dollars) while the incumbent remains amonop-
olist. As entry decisions would be the same under complete information,
this number alsomeasures the savings that consumersmake in amodel of
asymmetric information. The increase in consumer surplus is slightly larger,
as lower fares cause some additional consumers to travel. As we are consid-
ering small reductions away from the profit-maximizing price, the reduc-
tion in the incumbent’s profits is much smaller than the gain in consumer
surplus.
Our model predicts much greater price shading when entry is threat-

ened in the larger Manchester–Philadelphia market, but because limit
pricing ends when entry happens, the present discounted value of con-
sumer benefits from limit pricing increases by only 50% compared with
Hartford–Minneapolis. For the largest markets, such as Las Vegas–San
Jose, Southwest will likely enter before limit pricing can occur, so that
the welfare effects of asymmetric information are limited. However, be-
causemost of our dominant incumbentmarkets are quite small, the pres-
ent discounted value of limit pricing for consumers aggregated across
the 109 markets in our sample is over $590 million, a substantial effect.
D. Welfare Effects of Entry Subsidies
The second calculation uses our model to investigate the welfare effects
of small subsidies to Southwest when it serves a route. Many airports or
local governments provide financial incentives for carriers to add routes,
with Ryerson (2016) estimating that 26 US airports spent $171.5 million
on “Airline Service Incentive Programs” between 2012 and 2015. For ex-
ample, Columbus offers marketing subsidies of up to $100,000 and 1 year
with no landing fees in a widely praised program designed to encourage
entry on a targeted set of routes (Port Columbus International Airport
2010; Kinney 2017). These incentives are usually granted only to the first
carrier serving a route, but our results will show that programs that en-
courage at least the possibility of additional entry could be valuable. We
consider a subsidy that would pay Southwest $1,000 every quarter once
it enters (implying a maximum present value of $50,000).
The lower section of table 8 shows the effects of the subsidy on the

probability of entry, the amount of shading, consumer surplus, and the
profits of the incumbent. We compare the effects of the subsidy program
under complete information, where the effects come only from raising
the probability of actual entry by the incumbent, and under asymmetric
information. Whether the increase in consumer surplus is greater under
complete or asymmetric information depends on two effects. First, as
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consumer surplus prior to actual entry is higher under asymmetric infor-
mation, the value of increasing the probability of entry will tend to be
greater under complete information, especially when there is more shad-
ing. Second, the subsidy can change the amount of shading that occurs.
In the Hartford–Minneapolis market, the increased probability of en-

try causes shading to increase (e.g., from an average of $20 to $27 in the
first period that the incumbent can engage in limit pricing), and because
the probability of entry is still low, the increase in consumer surplus is
greater under asymmetric information. The welfare changes are also large:
under asymmetric information, the present value of consumer surplus in-
creases by $8.5million and the value of incumbent profits falls by $4.0mil-
lion. The expected cost to the government is around $7,000. To illustrate
how the level of subsidy affects the size of the increase in consumer sur-
plus, figure 4 shows how the probability of entry, shading, and the gain
in consumer surplus change whenwe increase per-quarter subsidies from
$0 to $100,000 per quarter. At the upper end of this range, it is almost cer-
tain that entry will happen quickly, and an increase in the subsidy will
FIG. 4.—Predicted effect of fixed-cost subsidies for Southwest on entry, incumbent shad-
ing, and consumer surplus in the Hartford–Minneapolis market. CS 5 consumer surplus.
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reduce any shading that does occur, so the welfare benefits of subsidies
will be greater under complete information. At low entry probabilities,
a small subsidy increases shading and subsidies raise consumer surplus
more under asymmetric information.
For intermediate-size markets, such as Manchester–Philadelphia, the

subsidy continues to have large and positive welfare effects, although the
gains are larger under complete information. In contrast, in the largest
markets, entry is almost certain without the subsidy, and the subsidy is ef-
fectively just a transfer to Southwest, with any increases in consumer sur-
plus having a similar scale to the cost of the subsidy.
Our results are consistent with the idea that subsidy programs should

be targeted at markets that are truly marginal rather than ones where en-
try is very likely. However, our results also suggest that, especially in the
presence of asymmetric information, there may be significant benefits to
offering subsidies in markets where entry is quite unlikely, because even
if entry does not occur, the market power of the incumbent can be con-
strained if small probabilities of entry are raised even slightly.
VI. Extensions
As emphasized in section II, we focus on our basic model largely for rea-
sons of tractability. There are two types of criticism that can be leveled at
the simplicity of the model. The first criticism is that it cannot explain
some features of the incumbent’s phase 2 pricing, notably the fact that,
on average, incumbents seem to cut prices bymore over time when South-
west does not enter. While this can happen in somemarkets in the model
that we calibrate (e.g., as shown in table 8, we predict that average shading
would increase from10.9% to 22.4%of the staticmonopoly price from the
second to the twentieth period if entry does not occur in the Las Vegas–
San Jose market where Southwest’s entry probability is high), it does not
happen on average. In appendix F, we show that the finding of additional
price cuts in the data is driven by a subset of ourmarkets and that one way
we can explain increasing price cuts is by extending our model to allow
for the possibility that the incumbent is also learning about the probabil-
ity that Southwest will enter (e.g., because it is uninformedabout themean
of Southwest’s entry cost distribution). The introduction of two-way learn-
ing is an interesting extension to the literature in its own right.
The second criticism is that the model misses some key features of the

airline industry. In particular, it is not clear what makes the incumbent’s
marginal cost opaque, and the exogeneity of the marginal cost innova-
tions is inconsistent with the fact that marginal costs will depend on car-
riers’ capacity investments, even if we do not observe large capacity changes
in the data when entry is threatened. In appendix F, we address this crit-
icism by building a model where marginal costs depend on endogenous
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capacities and the amount of demand that a carrier has from passengers
who want to travel the route segment as part of a longer itinerary. As pre-
viously noted, Edlin and Farrell (2004) and Elzinga and Mills (2005), in
the context of allegedpredation, argue that it is difficult to assess a carrier’s
marginal costs when its flights are used to serve many connecting passen-
gers. We have seen that connecting passengers fill themajority of seats on
the dominant incumbent routes in our sample. Our extendedmodel also
allows the amount of connecting traffic available to Southwest to be cor-
related with the incumbent’s demand, which provides the incumbent
with an additional entry-deterring motivation to signal that connecting
demand is low. We show that this extended model continues to generate
large price declines when entry is threatened and that these declines vary
nonmonotonically with the probability of entry. We also find that even
though a carrier could choose to invest in greater (observed) capacity
to try to deter entry in our model, predicted changes in capacity tend
to be very small across the range of entry probabilities, and this is also con-
sistent with our empirical results (table 3; fig. D.1).
VII. Conclusion
We have presented theoretical and empirical frameworks for analyzing a
classic form of strategic behavior—entry deterrence by setting a low price—
in a dynamic setting. Our model assumes that an incumbent has an unob-
served state variable that is serially correlated but not perfectly persistent
over time. We show that under a standard refinement, our model has a
unique MPBE in which the incumbent’s pricing policy perfectly reveals
its true type in each period.Our characterization of the equilibriummakes
it straightforward to compute equilibrium pricing strategies, and we pre-
dict that an incumbent could keep prices low for a sustained period of
time before entry occurs. The resulting tractability is striking given the
perception in the applied literature that dynamic games with persistent
asymmetric information are too intractable to be used in empirical work.
We exploit this tractability to investigate whether a limit pricing model
can explain why incumbent carriers lower prices significantly when routes
are threatened with entry by Southwest. This is a natural setting to study,
given that it provides the largest documented effect of potential competi-
tion on prices.
We show how the introduction of dynamics can lead to larger price re-

ductions than in the canonical two-period model (Milgrom and Roberts
1982), especially inmarkets where the probability of entry is not too high.
In the application, this feature can explain why incumbent carriers keep
prices low when Southwest remains a potential (but not an actual) en-
trant for quite long periods of time, and our model can also explain why
incumbents cut prices even before Southwest has actually started operating
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at the end point airports. We provide new reduced-form evidence that a
limit pricing explanation can explain why prices fall, by showing that
there is a nonmonotonic relationship between price changes and the prob-
ability of entry and by providing evidence against explanations involving
alternative entry-deterring strategies, such as capacity investment.We show
that when we calibrate ourmodel, without using any information on price
changes when entry is threatened, it predicts a pattern of price changes
acrossmarkets that is qualitatively and quantitatively similar to the pattern
in the data. Thewelfare effects of limit pricing are estimated to be substan-
tial (increasing the present value of consumer surplus by over $590 mil-
lion) even though we have focused on a sample of only 109 routes, most
of which are fairly small. We illustrate how limit pricing may affect the
value of a government subsidy program that encourages a carrier to con-
sider entering as a second nonstop carrier. We have also shown that we
can extend our model in several directions that preserve the prediction
of significant and nonmonotonic price reductions and can also allow
us to explain additional features of the data.
As noted in section II, our model does have some limitations, and it

generates results that some readers may find unintuitive. For example,
the incumbent may be willing to cut prices quite dramatically even when
the equilibrium probability of entry is small (e.g., 0.03 or 0.04), and the
potential entrant should already have a quite precise prior about the
profitability of entry before it sees the incumbent’s signal. But as we show,
our results reflect the fact that in a dynamic model it can be very valuable
to deter entry when future entry probabilities are low, because deterrence
can lead to many future periods of monopoly, as well as because the stan-
dard feature of signaling models that the precision of the receiver’s prior
does not affect equilibrium strategies when there is full separation. Indeed,
we see a contribution of our paper as showing that signaling may provide
a more powerful explanation for real-world phenomena than has been rec-
ognized in the empirical literature.
While we have explored one type of asymmetric informationmodel and

one application, we believe that there are many areas in which to explore
how asymmetric informationmay impact firm behavior. For example, it is
often claimed that predatory pricing is motivated by incumbents wanting
to signal information on their costs or their intentions to both the cur-
rent competitor and potential future competitors, and it would be inter-
esting to compare how well this type of signaling story compares quanti-
tatively against noninformationalmodels of predation where the dominant
incumbent makes observable investments (e.g., in capacity [Snider 2009;
Williams 2012] or learning by doing [Besanko, Doraszelski, and Kryukov
2014]) that commit it to lower future costs. Sweeting, Tao, and Yao (2019)
show that when oligopolists are uncertain about each other’s marginal
costs or alternatively how much weight each firm puts on profits and
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revenues when setting prices, equilibrium prices can bemuch higher than
static models would predict, and static models may underpredict how
muchmergers will raise prices. Closer to our current application, wewould
also like to explore whether there are assumptions under which a model
with several incumbents has a tractable equilibrium with significant limit
pricing behavior. This would allow us to expand our analysis in this paper
to a broader set of industries and markets.
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