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QUESTION 1. [60 points]. Consider an industry for an homogeneous product
with the following characteristics.
- The production function uses labor, capital, and TFP, and it has a Cobb-

Douglas form.
- All the firms use the same amount of capital (the same fixed equipment).
- Firms sell their output in the same product market at the same price.
- Firms are in different geographic locations with different labor markets.
- Firms are price takers in labor and product markets and maximize profits.

Q1.1. (10 points) (a) Write the expression for the Cobb-Douglas production
function, and for this PF in logarithms. (b) Write the expression for a firm’s
profit function. (c) Obtain the first order conditions for the maximization of prof-
its with respect to the amount of labor. (d) Obtain the equation that describes
a firm’s labor demand. (e) Write the labor demand equation in logarithms: in
terms of the logarithms of output and labor.
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ANSWER.

(a) Let Y , L, and K be the physical amounts of output, labor, and capital, respectively.
Then, the expression for the production function is:

Y = ALαLKαK

Taking logarithms in both sides of the equation, we have the following PF in logs:

y = ω + αL `+ αK k

where y = log(Y ), ω = log(A), ` = log(L), and k = log(K).

(b) A firm’s profit is equal to revenue minus costs. Revenue is equal to the unit price P
times amount the amount of output in physical units, Y . And the total cost is equal to the
cost of labor, WL L, plus the cost of capital, WK K, where WL and WK are the prices of
labor and capital inputs, respectively. Therefore, the profit function is:

Π = P Y −WL L−WL K

Taking into account the production function, Y = ALαLKαK , we have that the profit as a
function of the amounts of inputs is:

Π = P A LαLKαK −WL L−WL K

(c) The first order condition of profit maximization with respect to the amount of labor is:
dΠ

dL
= 0. Using the previous expression for the profit function, we have:

dΠ

dL
= P αL A L(αL−1) KαK −WL = 0

(d) A firm’s labor demand give us the amount of labor that a firm wants to employ given
the amount of output that it wants to produce and the price of labor. That is, a function
L = f(Y,WL) that comes from profit maximization. Consider the marginal condition of
optimality in Q1(c). Using the form of the Cobb-Douglas PF, we have that A L(αL−1)

KαK =
Y

L
. Therefore, we can write this condition of optimality as:

P αL
Y

L
= WL

Solving for L, we have:

L = αL
Y

R
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where R is the real wage, R =
WL

P
.

(e) Taking logarithms in both sides of the labor demand equation, we have:

` = log(αL) + y − r

where r = log(R).

Q1.2. (10 points) (a) Write the simultaneous equations model that consists of
the production function and the demand equation in logarithms. (b) Solve this
system of two equations and two unknowns to obtain the equilibrium amounts
of output and labor as functions of the exogenous variables.

ANSWER.

(a) The simultaneous equations model (the structural equations), in logarithms, are:{
y = ω + αL `+ αK k
` = log(αL) + y − r

(b) The endogenous unknowns are y and `. The rest of the variables (ω, k, and r) and para-
meters (αL and αK) are exogenous. Solving the labor demand equation into the production
function, we have:

y = ω + αL (log(αL) + y − r) + αK k

Solving for log-output, we get the following reduced form equation for y:

y =
1

1− αL
(ω + αL log(αL)− αL r + αK k)

Plugging this equation into the labor demand, we get the following reduced form equation
for log-labor:

` = log(αL) +
1

1− αL
(ω + αL log(αL)− αL r + αK k)− r

=
1

1− αL
(ω + log(αL)− r + αK k)

Q1.3. (10 points) Suppose that the industry is such that firms are heteroge-
neous in their log-TFP (represented as ωi) and in their log-real wage (represented
as ri). Let σ2ω, σ

2
r , and σωr be the variance of ωi, the variance of ri, and the covari-

ance between ωi and ri, respectively. Use the equilibrium equations in Q1.2 to
obtain the expression for: (a) the covariance between log-output and log-labor
as a function of σ2ω, σ

2
r , and σωr; and (b) the variance of log-labor as a function

of σ2ω, σ
2
r , and σωr.
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ANSWER. First, we include the firm subindex i in those variables that have sample variation
across firms (that is, ωi, ri, `i, and yi). We do not include this subindex for the variables
that are constant across firms (that is, αL, αK , and k). Therefore, we have the following
expression for the reduced form equations:

yi =
1

1− αL
(ωi + αL log(αL)− αL ri + αK k)

`i =
1

1− αL
(ωi + log(αL)− ri + αK k)

By definition of variance and covariance, we have that σ2ω = E([ωi−ω]2), σ2r = E([ri−r]2),
and σωr = E([ωi − ω] [ri − r]), where E(.) is the expectation operator, and ω and r are the
mean values of ωi and ri, respectively: that is, ω = E(ωi) and r = E(ri). Similarly, we have
that V ar(`i) = E([`i − `]2) and Cov(yi, `i) = E([yi − y][`i − `]). Looking at these definitions
of V ar(`i) and Cov(yi, `i), it is clear that we need to obtain log-output and log-labor in
deviations with respect to their means. Then, we obtain means in both sides of the reduced
form equations. We get:

y =
1

1− αL
(ω + αL log(αL)− αL r + αK k)

` =
1

1− αL
(ω + log(αL)− r + αK k)

If we subtract the equations in means to the original equations, we obtain the following
reduced equations in deviations with respect to means:

yi − y =
1

1− αL
(ωi − ω − αL[ri − r])

`i − ` =
1

1− αL
(ωi − ω − [ri − r])

Note that the constant elements in the original equations (that is, αL log(αL), log(αL), and
αK k) do not appear in the equations in deviations with respect to means. It is notational
convenient using ỹi, ˜̀i, ω̃i, and r̃i to represent the variables in deviations, (yi − y), (`i − `),
(ωi − ω), and (ri − r), respectively. Using this notation the reduced form equations in
deviations with respect to means are:

ỹi =
1

1− αL
(ω̃i − αL r̃i)˜̀

i =
1

1− αL
(ω̃i − r̃i)

(a) By definition, the covariance between log-output and log-labor is:

Cov(yi, `i) = E([yi − y][`i − `]) = E(ỹi˜̀i)
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Plugging into E(ỹi˜̀i) the reduced form equations in deviations, we have that:

Cov(yi, `i) = E
(

1

1− αL
(ω̃i − αL r̃i)

1

1− αL
(ω̃i − r̃i)

)
Operating in this expression using the properties of the expectation operator E(.), we have:

Cov(yi, `i) =

(
1

1− αL

)2
E ((ω̃i − αL r̃i) (ω̃i − r̃i))

=

(
1

1− αL

)2
E (ω̃iω̃i − ω̃ir̃i − αL ω̃ir̃i + αL r̃ir̃i)

=

(
1

1− αL

)2 (
σ2ω − [1 + αL]σωr + αL σ

2
r

)
where, for the last equality, we have taken into account that by definition of variance and
covariance, E (ω̃iω̃i) = σ2ω, E(ω̃ir̃i) = σωr, and E(r̃ir̃i) = σ2r .

(b) By definition, the variance of log-labor is:

V ar(`i) = E([`i − `]2) = E(˜̀i˜̀i)
Plugging into E(˜̀i˜̀i) the reduced form equations in deviations, we have that:

V ar(`i) = E
(

1

1− αL
(ω̃i − r̃i)

1

1− αL
(ω̃i − r̃i)

)
Operating in this expression using the properties of the expectation operator E(.), we have:

V ar(`i) =

(
1

1− αL

)2
E ((ω̃i − r̃i) (ω̃i − r̃i))

=

(
1

1− αL

)2
E (ω̃iω̃i − ω̃ir̃i − ω̃ir̃i + r̃ir̃i)

=

(
1

1− αL

)2 (
σ2ω − 2σωr + σ2r

)
where, for the last equality, we have taken into account that by definition of variance and
covariance, E (ω̃iω̃i) = σ2ω, E(ω̃ir̃i) = σωr, and E(r̃ir̃i) = σ2r .

Q1.4. (10 points) Consider the OLS estimation of the labor intensity pa-
rameter αL in the production function. (a) Write the expression for this OLS
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estimator as a function of the data on log-output and log-labor. By the Law of
Large Numbers, when the number of observations (firms) N is large, the sample
variances and covariances in the expression for the OLS estimator converge to
their population counterparts. (b) Given the results in Q1.3, obtain the expres-
sion for the OLS estimator (when the sample size is large) as a function of the
parameters αL, σ2ω, σ

2
r , and σωr.

ANSWER.

(a) The regression equation for the production function in logs is:

yi = ωi + αL `i + αK k

In order to clearly distinguish between the intercept (constant term) in this linear regression
and the zero mean error term, it is convenient to take into account that ωi = ω + ω̃i, where
ω is the mean of ωi, and ω̃i is its deviation with respect to the mean, such that ω̃i has mean
zero. Therefore, we can re-write this regression equation as follows:

yi = α0 + αL `i + ω̃i

where: α0 is the intercept parameter, that according to the model is equal to ω+αK k; and
ω̃i is the zero mean error term.
The OLS estimator of the slope parameter αL in this regression model is:

α̂L =

∑N
i=1

(
`i − `

)
(yi − y)∑N

i=1

(
`i − `

)2
(b) Note that:

α̂L =

1

N

∑N
i=1

(
`i − `

)
(yi − y)

1

N

∑N
i=1

(
`i − `

)2
By the Law of Large Numbers, given N random draws of a random variable xi,

1

N

∑N
i=1 xi

converges to the population mean E(xi) as N is large. For this reason, the sample covari-

ance
1

N

∑N
i=1

(
`i − `

)
(yi − y) converges to E(˜̀iỹi), the sample variance 1

N

∑N
i=1

(
`i − `

)2
converges to E(˜̀i˜̀i), and the OLS estimator converges to:

α̂L =
E(˜̀iỹi)
E(˜̀i˜̀i)
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Using the expressions for E(˜̀iỹi) and E(˜̀i˜̀i) in terms of αL, σ2ω, σ2r , and σωr that we have
obtained in Q1.3, we have that:

α̂L =

(
1

1− αL

)2
(σ2ω − [1 + αL]σωr + αL σ

2
r)(

1

1− αL

)2
(σ2ω − 2σωr + σ2r)

=
σ2ω − [1 + αL]σωr + αL σ

2
r

σ2ω − 2σωr + σ2r

Q1.5. (20 points) Using the expression that you have derived in Q1.4 obtain
the expression for the bias of the OLS estimator under the following different
scenarios for the industry. (a) No heterogeneity in real wages: σ2r = 0. (b) No
heterogeneity in TFP: σ2ω = 0. (c) Heterogeneity in real wages and TFP but not
correlation between them: σ2r > 0, σ2ω > 0, and σωr = 0. Try to obtain the sign of
the bias in each of these three cases. Explain the results.

ANSWER.

(a) When σ2r = 0, the log-real-wage is constant. This implies that σωr = 0 because the
covariance of a random variable with a constant is always zero. Plugging these values in the
formula for the OLS estimator α̂L (as N is large) that we have obtained in Q1.4, we have:

α̂L =
σ2ω − [1 + αL]0 + αL 0

σ2ω − 2 ∗ 0 + 0
=
σ2ω
σ2ω

= 1

And the bias of the OLS estimator (the difference between the estimator and the true value
of the parameter) is:

Bias of OLS = α̂L − αL = 1− αL
Since αL is typically greater than zero and not greater than one, this bias is positive. The
OLS estimator over-estimates the true causal effect of labor on output. Only if the true
value αL is equal to one, the OLS estimator is unbiased. In general, this bias can be large.
When all the exogenous variation comes from log-TFP and there is not variation in input

prices, the observations (`i, yi) are located in a straight line with slope equal to 1. This
straight line is in fact the labor demand. In this case, the OLS estimator gives an unbiased
estimate of the labor demand, but not of the production function.

(b) When σ2ω = 0, the log-TFP is the same for all the firms. This implies that σωr = 0
because the covariance of a random variable with a constant is always zero. Plugging these
values in the formula for the OLS estimator α̂L (as N is large) that we have obtained in
Q1.4, we have:

α̂L =
0− [1 + αL]0 + αL σ

2
r

0− 2 ∗ 0 + σ2r
= αL
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And the bias of the OLS estimator is:

Bias of OLS = α̂L − αL = 0

That is, in this case, the OLS is an unbiased estimator of the production function parameter
αL.
When all the exogenous variation comes from log-real-wage and there is not variation

in TFP, the observations (`i, yi) are located in a straight line with slope equal to αL. This
straight line is the product function in logs. Of course, this case is very unrealistic because it
implies that there is not any error term in the production function, and there is a determin-
istic relationship between output and labor. This deterministic relationship will be rejected
any real dataset.

(c) When σ2r > 0, σ2ω > 0, and σωr = 0, we have:

α̂L =
σ2ω − [1 + αL] 0 + αL σ

2
r

σ2ω − 2 ∗ 0 + σ2r
=
σ2ω + αL σ

2
r

σ2ω + σ2r

And the bias of the OLS estimator is:

Bias of OLS = α̂L − αL =
σ2ω + αL σ

2
r

σ2ω + σ2r
− αL =

σ2ω(1− αL)

σ2ω + σ2r

For the interpretation of this bias, it is convenient to represent it as follows:

Bias of OLS = λ (1− αL)

where λ =
σ2ω

σ2ω + σ2r
is the ratio between the variance of log-TFP and the total variance of log-

TFP and log-real-wage. It is clear that λ is always a parameter between 0 and 1, λ ∈ [0, 1].
It is equal to zero only if there is not variation in log-TFP across firms (if σ2ω = 0). And it
is equal to 1 only if there is not variation in log-real-wage across firms (if σ2r = 0). Based on
this formula we can make the following statements about the bias of the OLS estimator.
(i) The bias is positive. Since λ ≥ 0, and 0 ≤ αL ≤ 1, we have that λ (1−αL) ≥ 0. That

is, in general, the OLS estimator over-estimates the true causal effect of labor on output.
(ii) The bias is not greater than 1− αL. Since λ ≤ 1, the worst case scenario in terms of

the magnitude of the bias is when λ = 1, that corresponds to σ2r = 0.
(iii) The bias of the OLS estimator increases monotonically with λ. The larger is the

variance of log-TFP relative to the variance of log-real-wage, the larger is the bias of the
OLS estimator. That is, in an industry where firms are heterogeneous in their log-TFPs but
very homogeneous in the wages that they pay, the bias can be particularly large.
(iv) If σ2ω and σ

2
r are of similar magnitude, σ

2
ω ' σ2r ,we have that λ = 1/2 and the bias

is (1 − αL)/2. This bias can be substantial. For instance, if the true value of αL is 0.5 (a
value that is realistic for many industries), the bias of the OLS is 0.25. That is, we are
over-estimating the true value by 50%.

–––––––––––––––––––––––––– -
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QUESTION 2. [40 points]. Consider an industry for an homogeneous prod-
uct. Firms use capital and labor to produce output according to a Cobb-Douglas
technology with parameters αL and αK and Total Factor Productivity (TFP) A.
Suppose that firms are price takers in the input markets for labor and capital.
Let WL and WK be the price of labor and capital, respectively.

Q2.1. (5 points) (a) Derive the expression for the cost function of a firm C(Y )
as a function of output Y , the technological parameters αL and αK, TFP, and
input prices. Explain in detail the different steps in your derivation.

ANSWER. The cost function C(Y ) is defined as the minimum cost of producing the amount
of output Y :

C(Y ) =

 min
{L,K}

WL L+WK K

subject to: Y = A LαL KαK


Or using a Lagrange representation:

C(Y ) = min
{λ,L,K}

WL L+WK K + λ [Y − A LαL KαK ]

where λ is the Lagrange multiplier of the restriction. The marginal conditions of optimality
with respect to labor and capital are:

WL − λ αL
Y

L
= 0

WK − λ αK
Y

K
= 0

We can also write these equations as: L = λ Y
αL
WL

K = λ Y
αK
WK

The marginal condition of optimality with respect to λ is:

Y − A LαL KαK = 0

Therefore, we have the following system of three equations with three endogenous unknowns
(L,K, λ): 

L = λ Y
αL
WL

K = λ Y
αK
WK

Y = A LαL KαK

To solve this system, we solve the first two equations into the third one. We get:

Y = A

(
λ Y

αL
WL

)αL (
λ Y

αK
WK

)αK
9



And solve for the endogenous λ in terms of the exogenous variables to get

λ = A

−1

α Y

1− α
α

(
WL

αL

)αL
α

(
WK

αK

)αK
α

with α = αL + αK . Plugging this equation into the first order conditions for labor and
capital, we have:

WL L = λ Y αL = αL

(
Y

A

) 1

α
(
WL

αL

)αL
α

(
WK

αK

)αK
α

WK K = λ Y αK = αK

(
Y

A

) 1

α
(
WL

αL

)αL
α

(
WK

αK

)αK
α

Finally, by definition, the cost function C(Y ) is equal to the costWL L+WK K when inputs
are chosen to minimize the cost of producing Y unit of output. Then, adding up the previous
expressions for WL L and WK K we get:

C(Y ) = α

(
Y

A

) 1

α
(
WL

αL

)αL
α

(
WK

αK

)αK
α

Q2.2. (5 points) For this question Q2.2, suppose that αL = 0.6 and αK = 0.3.
Obtain the values of the following elasticities. Explain your answer. (a) Elasticity
of cost with respect to output. (b) Elasticity of cost with respect to TFP. (c)
Elasticity of cost with respect to the price of labor. (d) Elasticity of cost with
respect to the price of capital. (e) Elasticity of output with respect to labor. (f)
Elasticity of output with respect to TFP.

ANSWER. To obtain the elasticities, it is very convenient to take logarithms in both sides
of the cost function to represent all the variables in logs. Remember that if we have a
log-linear relationship between two variables, say a and b, such that log(a) = α + β log(b),
the parameter β represents the elasticity of variable a with respect to variable b. To prove
this, note that by differentiating the equation we have that: d(log(a)) = d(α + β log(b)),

that taking into account the derivative of the logarithm function implies
1

a
da = β

1

b
db, and

solving for β we get β =
da

db

b

a
, that by definition is the elasticity of a with respect to b.

Applying logarithms to both sides of the cost function, we have:

log(C) = log(α) +
1

α
log(Y )− 1

α
log(A)

+
αL
α

log(WL)− αL
α

log(αL) +
αK
α

log(WK)− αK
α

log(αK)

Similarly, applying logs to the production function.

log(Y ) = log(A) + αL log(L) + αK log(K)
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(a) Elasticity of cost with respect to output =
1

α
=

1

0.6 + 0.3
= 1.11.

(b) Elasticity of cost with respect to TFP =
−1

α
=

−1

0.6 + 0.3
= −1.11.

(c) Elasticity of cost with respect to the price of labor =
αL
α

=
0.6

0.6 + 0.3
= 0.66.

(d) Elasticity of cost with respect to the price of capital =
αK
α

=
0.3

0.6 + 0.3
= 0.33.

(e) Elasticity of output with respect to labor = αL = 0.60.

(f) Elasticity of output with respect to TFP = 1.00

Suppose that the output market in this industry is competitive: firms are
price takers. The demand function is linear with the following form: P = 100−Q,
where P and Q are the industry price and total output, respectively. Suppose
that αL = αK = 1/4, and the value of input prices are WL = WK = 1/4. Suppose
also that each firm has a fixed cost (the cost of fixed land) that is exogenous and
equal to 2.

*** NOTE. In this question, there is a third input that is land. We can consider that the
production function is: Y = A LαL KαK (Land)αLand. Since the Land input is the same
for all the firms, we can consider, without lost of generality, that firms employ one unit of
land. That is Land = 1 such that Y = A LαL KαK (1)αLand = A LαL KαK . Since Land is
fixed, it is not chosen optimally to minimize costs. Therefore, WLand ∗ Land = WLand = 2 is
fixed and can be simply added to the cost function from labor and capital we have obtained
above. That is,

C(Y ) = α

(
Y

A

) 1

α
(
WL

αL

)αL
α

(
WK

αK

)αK
α

+ 2

Q2.3. (5 points) Using these primitives, write the expression for the profit
function of a firm (revenue minus cost) as a function of the market price, P , the
firm’s output, Yi, and its TFP, Ai.

ANSWER. A firm’s revenue is P Yi. To obtain a firm’s cost function, note that: α =

αL + αK =
1

4
+

1

4
=

1

2
;

1

α
= 2;

WL

αL
=

1/4

1/4
= 1; and

WK

αK
=

1/4

1/4
= 1. Therefore, we have:

C(Yi) =
1

2

(
Yi
Ai

)2
(1)

αL
α (1)

αK
α + 2 =

1

2

(
Yi
Ai

)2
+ 2
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Putting together the revenue and the cost function, we have the profit function:

Πi = P Yi −
1

2

(
Yi
Ai

)2
− 2

Q2.4. (5 points) Using the condition "price equal to marginal cost", obtain
the optimal amount of output of a firm as a function of the market price, P , and
the firm’s TFP, Ai. Explain your derivation.

ANSWER. The marginal cost of a firm in this industry is MCi = C ′(Yi) =
Yi
A2i
. Therefore,

the marginal condition of profit maximization is P =
Yi
A2i
. Solving for output, we get:

Yi = P A2i

A firm’s optimal amount of output increases with market price and with its own TFP.

Q2.5. (5 points) A firm is active in the market (i.e., it finds optimal to produce
a positive amount of output) only if its profit is greater or equal than zero. Using
this condition show that a firm is active in this industry only if its TFP satisfies
the condition Ai ≥ 2/P . Explain your derivation.

ANSWER. Solving the condition Yi = P A2i into the profit function, we get:

Πi = P ∗ P ∗ A2i −
1

2

(
P A2i
Ai

)2
− 2

=
1

2
(P Ai)

2 − 2

Then, the condition Πi ≥ 0 is equivalent to
1

2
(P Ai)

2 − 2 ≥ 0. Operating in this inequality,

we obtain that this condition is equivalent to (P Ai)
2 ≥ 4, and to P Ai ≥ 2, and finally

(given that market price is strictly positive) to Ai ≥ 2/P .

Let (P ∗, Q∗, Y ∗1 , Y
∗
2 , ..., Y

∗
N) the equilibrium price, total output, and individual

firms’outputs. Based on the previous results, the market equilibrium can be
characterized by the following conditions:
(i) The demand equation holds: P ∗ = 100−Q∗.
(ii) Total output is equal to the sum of firms’individual outputs: Q∗ = Y ∗1 +

...+ Y ∗N .
(iii) Firm i is active (Y ∗i > 0) if and only if its total profit is greater than zero:

Y ∗i > 0 if and only if Ai ≥ 2/P ∗.
(iv) For firms with Y ∗i > 0, the optimal amount of output is given by the

condition P ∗ = MCi(Y
∗
i ), where MCi(.) represents the marginal cost function for

firm i.
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Q2.6. (5 points) Combine conditions (i) to (iv) to show that the equilibrium
price can be written as the solution to this equation:

P ∗ = 100− P ∗
[

N∑
i=1

A2i 1{Ai ≥ 2/P ∗}
]

where 1{x} is the indicator function that is defined as 1{x} = 1 if condition x is
true, and 1{x} = 0 if condition x is false. Explain your derivation.

ANSWER. Plugging condition (ii) into (i), we get: P ∗ = 100 − (Y ∗1 + Y ∗2 + ...+ Y ∗N). Com-
bining conditions (iii) and (iv), we have that the equilibrium amount of output for firm i is:
Y ∗1 = P ∗ A2i 1{Ai ≥ 2/P ∗}. Plugging this expression into the previous condition for P ∗, we
get:

P ∗ = 100− P ∗
[

N∑
i=1

A2i 1{Ai ≥ 2/P ∗}
]

Suppose that the subindex i sorts firms by their TFP such that firm 1 is the
most effi cient, then firm 2, etc. That is, A1 > A2 > A3 > .....

Q2.7. (5 points) Suppose that A1 = 7, A2 = 5, and A3 = 1. Obtain the equi-
librium price, total output, and output of each individual firm in this industry.
[Hint: Start with the conjecture that only firms 1 and 2 produce in equilibrium.
Then, confirm this conjecture. Note that we do not need to know the values of
A4, A5, etc].

ANSWER. Suppose for the moment that only firms 1 and 2 produce in equilibrium. Then,
the equilibrium price satisfies the condition P ∗ = 100− P ∗[A21 + A22] = 100− P ∗[49 + 25].
Solving for P ∗, we get P ∗ = 100/75 = 4/3. For firms 1 and 2 to be the only firms active in
the market we need that these conditions hold:

A1 ≥ 2/P ∗, A2 ≥ 2/P ∗, and A3 < 2/P ∗

Since Ai < A3 for any i > 3, it is clear that third condition implies that Ai < 2/P ∗ for any
i > 3, so we do not need to check these other conditions. Now, given that P ∗ = 4/3 we have
that the threshold value for the productivity of an active firm is 2/P ∗ = 3/2. Therefore, the
three conditions are:

A1 ≥ 3/2, A2 ≥ 3/2, and A3 < 3/2

Since A1 = 7, A2 = 5, and A3 = 1, it is clear that the three conditions hold and the
conjecture is confirmed.
The total industry output is Q∗ = 100− P ∗ = 98.66.
Firm 1’s output is Y ∗1 = P ∗ A1 = 49 ∗ (4/3) = 65.33.
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Firm 2’s output is Y ∗2 = P ∗ A2 = 25 ∗ (4/3) = 33.33.
And Y ∗i = 0 for any firm i ≥ 3.

Q2.8. (5 points) Explain why the most effi cient firm, with the largest TFP,
does not produce all the output of the industry.

ANSWER. Since the cost function C(Yi) is strictly convex with respect to output, we have
that the profit function is strictly concave. That is, even if this firm is a monopolist, there
is a maximum amount of output that is willing to offer in the market, and is not willing to
offer more that this amount. In our model, the maximum amount that the most effi cient
firm is willing to offer give a price P is Y1 = P A1 = P 7. If this firm were the only one in
the market, the equilibrium price would be the solution to P = 100 − P ∗ 7, which implies
P = 12.5. Given this price, the threshold value for TFP for the decision of market entry is
2/P = 2/12.5 = 0.16. Given this threshold value, we have that A2 = 5 > 0.16, such that
firm 2 is willing to be active in the market and produce a positive amount of output.

–––––––––––––––––––––––––– -
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QUESTION 3. [100 points]. The datafile blundell_bond_2000_production_function.dta
contains annual information on sales, labor, and capital for 509 firms for the pe-
riod 1982-1989 (8 years). Consider a Cobb-Douglas production function in terms
of labor and capital. Use this dataset to implement the following estimators and
hypothesis tests. Provide the code in STATA and the table of estimation results.

Q3.1. (10 points) (a) OLS with time dummies. (b) Test the null hypothesis
αL + αK = 1. Comment the results.

ANSWER.MODEL: The regression model is:

yit = α0 + αL `it + αK kit + γt + ωit

where the variables are in logarithms. We account for the time effects γt by including time
(year) dummies: one for each year, except one.

CODE
gen logy = ln(sales)
gen logn = ln(labor)
gen logk = ln(capital)
xtset id year
reg logy logn logk i.year
test logn + logk = 1

COMMENTS ON RESULTS
(a) According to the estimates, the technology is more intensive in labor than in capital.
(b) The test of Constant Returns to Scale (CRS) rejects the null hypothesis under the

standard significance levels (p-value is smaller than 1%). There is evidence of decreasing
returns to scale.
(c) However, we expect the OLS estimator to be biased because endogeneity, i.e., corre-

lation between the regressors (observed inputs) and the error term (unobserved TFP).
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Q3.2. (10 points) (a) Fixed Effects estimator with time dummies. (b) Test
the null hypothesis of no time-invariant unobserved heterogeneity: ηi = η for
every firm i. Comment the results.

ANSWER.MODEL: The regression model is:

yit = α0 + αL `it + αK kit + γt + ηi + uit

where the variables are in logarithms. We eliminate the individual effect by transforming
the model in deviations with respect to firm-means:

ỹit = αL ˜̀it + αK k̃it + ηi + ũit

where ỹit = yit−yi, ˜̀it = `it− `i, k̃it = kit−ki, and ũit = uit−ui, and the variables yi, `i,
and ki are the sample means of log-output, log-labor, and log-capital for firm i, respectively.
We apply OLS to this model. We account for the time effects γt by including time (year)
dummies: one for each year, except one.

CODE. The command xtreg ...., fe implements this estimator. We don’t need to
transform the variables, the command makes this transformation for us.
xtreg logy logn logk i.year, fe
test logn + logk = 1

COMMENTS ON RESULTS
(a) According to the estimates, the technology is more intensive in labor than in capital.

The test of Constant Returns to Scale (CRS) clearly rejects the null hypothesis under the
standard significance levels (p-value is smaller than 1%). There is evidence of decreasing
returns to scale.
(b) The test of the null hypothesis of no time-invariant unobserved heterogeneity (ηi = 0

for every firm i) is the F-test at the bottom of the table of estimates. The p-value of this
test is practically zero. Therefore, we clearly reject the null hypothesis of no time-invariant
unobserved heterogeneity.
(c) In fact, most of the variance of the error term ηi + uit is accounted by the time-

invariant component ηi. This is shown by the parameter "rho = 0.8948" that represents the
estimate for V ar(ηi)/V ar(ηi + uit).
(d) However, we expect the FE estimator to be biased. This estimator may control for

the endogeneity due to the fixed effect ηi but not for the endogeneity problem due to the
correlation between the regressors (observed inputs) and the transitory shock uit.
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Q3.3. (10 points) (a) Fixed Effects - Cochrane Orcutt estimator with time
dummies. (b) Test the two over-identifying restrictions of the model. Comment
the results.

ANSWER.MODEL: The Cochrane-Orcutt estimator is applied to eliminate the serial cor-
relation in the transitory shock uit. Suppose that uit follows an AR(1) process such that
uit = ρ uit−1 + ait, where ait is not serially correlated. Then, we can obtain the a quasi-first
difference transformation of the model (equation at period tminus ρ times equation at period
t− 1). This implies the following equation:

yit = β1 yit−1 + β2 `it + β3 `it−1 + β4 kit + β5 kit−1 + η∗i + γ∗t + ait

with β1 = ρ, β2 = αL, β3 = −ραL, β4 = αK , and β5 = −ραK . The FE Cochrane-Orcutt
estimator is the FE estimator in this equation.
The model implies two restrictions on the parameter estimates β:

−β3/β2 = β1 and − β5/β4 = β1

We can test these nonlinear restrictions separately or jointly using the command "testnl" in
Stata.

CODE. To implement this estimator, we can use the command xtreg ...., fe but now
we need to include also as regressors the first lags of log-output, log-labor, and log-capital.
xtreg logy l.logy logn l.logn logk l.logk i.year, fe

The code for the test the restrictions. The following is the code for a test of CRS, and for test-
ing the over-identifying restrictions (OIR) between the parameters. We have implemented
both single tests of each OIR and a joint test.
test logn + logk = 1
testnl (_b[l.logy] = -_b[l.logn]/_b[logn])
testnl (_b[l.logy] = -_b[l.logk]/_b[logk])
testnl (_b[l.logy] = -_b[l.logn]/_b[logn]) (_b[l.logy] = -_b[l.logk]/_b[logk])
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COMMENTS ON RESULTS
(a) According to the estimates, the technology is more intensive in labor than in capital.

The magnitude for the estimate of αK is to small, and as a result the value of αL + αK is
too far away from CRS.
(b) The estimate of ρ (or β1) is significantly different to zero and it is not small. Therefore,

there is evidence of serial correlation in the transitory shock.
(c) The test of the null hypothesis of no time-invariant unobserved heterogeneity (ηi = 0

for every firm i) is the F-test at the bottom of the table of estimates. The p-value of this
test is practically zero. Therefore, we clearly reject the null hypothesis of no time-invariant
unobserved heterogeneity.
(d) Tests of OIRs. The three tests (for each restriction separately, and for the two

restrictions together) are clearly rejected with a p-value practically equal to zero. Therefore,
there is clear evidence against the restrictions of this model.
(e) Despite there is evidence of serial correlation in the transitory shock and of time-

invariant unobserved heterogeneity, the restrictions of this model/estimator are rejected. A
possible explanation is that this estimator is biased/inconsistent because it does not control
for the endogeneity due to the correlation between the regressors (observed inputs) and the
innovation in the transitory shock, ait. That is, this method controls for endogeneity due
to the fixed effect ηi and to the component ρ uit−1 in the error term (we are controlling for
this by including the lagged values yit−1, `it−1, and kit−1 as regressors). But it does NOT
controls for the endogeneity problem due to component ait of the error term.
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Q3.4. (10 points) Arellano-Bond estimator with time dummies and non-
serially correlated transitory shock. Comment the results.

ANSWER.MODEL: We estimate the model in first differences:

∆yit = αL ∆`it + αK ∆kit + ∆γt + ∆uit

using as instruments `it−2 and kit−2 and also lags before t− 2. These instruments are valid
only in uit is not serially correlated, or what is equivalent, if ∆uit is serially correlated of
first-order but not of second order or higher.

CODE. To implement this estimator, we can use the command xtabond.
- Though the model is estimated in first differences, the syntax of the model is such that

the dependent and explanatory variables are input in levels, i.e., logy logn logk i.year
- The part gmm(., lag()) of the command determines the set instruments. We use lags

t− 2 of log-output, log-labor, and log-capital: gmm(logy logn logk, lag(2 .))
- The part iv() of the command determines the regressors which are exogenous, in our

case only the time dummies: iv(i.year)
- We use the option noleveleq to choose the Arellano-Bond estimator (the default of

this command is the System GMM estimator).
- We use the option robust to obtain standard errors that are robust of serial correlation

and heteroscedasticity.

xtabond2 logy logn logk i.year, gmm(logy logn logk, lag(2 .)) iv(i.year) robust
noleveleq
test logn + logk = 1

COMMENTS ON RESULTS
(a) According to the estimates, the coeffi cient of capital is very small and not significantly

different to zero. This is completely implausible.
(b) The test of serial correlation "Arellano-Bond test for AR(2) in first differences" tests

for the null hypothesis E(∆uit ∆uit−2) = 0. The p-value of this test is 0.002. The null
hypothesis is clearly rejected. This implies that uit is serially correlated, and therefore that
the instruments `it−2 and kit−2 are not valid.
In summary, the estimates do nor have economic sense and the restrictions of the model

are rejected.
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Q3.5. (10 points) Arellano-Bond estimator with time dummies and AR(1)
transitory shock. Comment the results.

ANSWER.MODEL: Suppose that uit follows an AR(1) process such that uit = ρ uit−1+ait,
where ait is not serially correlated. Since the transitory shock is serially correlated, the
Arellano-Bond instruments are not valid in the equation in first differences. However, we
can transform the model taking a quasi-first difference (as we did for the Cochrane-Orcutt)
estimator, such that we can obtain a model where the "new" transitory shock is ait, which
is not serially correlated. The model after the quasi-first difference is:

yit = β1 yit−1 + β2 `it + β3 `it−1 + β4 kit + β5 kit−1 + η∗i + γ∗t + ait

Then, in this model we can apply first differences. The equation that we estimate is:

∆yit = β1 ∆yit−1 + β2 ∆`it + β3 ∆`it−1 + β4 ∆kit + β5 ∆kit−1 + ∆γ∗t + ∆ait

with β1 = ρ, β2 = αL, β3 = −ραL, β4 = αK , and β5 = −ραK . We estimate this model using
a instrumental variables (GMM) estimator using as instruments `it−2 and kit−2 and also lags
before t− 2. Note that these instruments are valid in this transformed model.

CODE. To implement this estimator, we can use the command xtabond. The only dif-
ference with respect to the code in Question Q2.5 is in the set of regressors. Now, we need
to include the first lags of log-output, log-labor, and log-capital as regressors. The set of in-
struments is the same, and the other options of the command are also the same. Remember
that in the syntax of this command the variables are input in levels though the estimation
is in first differences (the command makes the transformation for us). We also test the
restrictions on the parameters implied by the AR(1) model.

xtabond2 logy l.logy logn l.logn logk l.logk i.year, gmm(logy logn logk, lag(2
.)) iv(i.year) robust noleveleq
test logn + logk = 1
testnl (_b[l.logy] = -_b[l.logn]/_b[logn])
testnl (_b[l.logy] = -_b[l.logk]/_b[logk])
testnl (_b[l.logy] = -_b[l.logn]/_b[logn]) (_b[l.logy] = -_b[l.logk]/_b[logk])

COMMENTS ON RESULTS
(a) According to the estimates, the technology is more intensive in labor than in capital.

Though the coeffi cient of capital is now significantly greater than zero, it still seems too
small. As a result the value of αL + αK is too far away from CRS.
(b) The estimate of ρ (or β1) is significantly different to zero and it is not small. Therefore,

there is evidence of serial correlation in the transitory shock.
(c) The test of serial correlation "Arellano-Bond test for AR(2) in first differences" tests

for the null hypothesis E(∆ait ∆ait−2) = 0. The p-value of this test is 0.173. The null
hypothesis cannot be rejected using the standard significance levels (i.e., p-value is greater
than 10%). This implies that we cannot reject that ait is not serially correlated, and therefore
that the instruments `it−2 and kit−2 are valid. That is, it seems that by including the lagged
values yit−1, `it−1, and kit−1 as regressors we have been able to control for serial correlation
in the transitory shock.
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(d) The model implies two restrictions on the parameter estimates β:

−β3/β2 = β1 and − β5/β4 = β1

We can test these nonlinear restrictions separately or jointly using the command "testnl" in
Stata. We have implemented both the single and the joint tests. The test ofH0 : −β3/β2 = β1
has a p-value of 0.0143, such that we cannot reject the null at 1% but we reject it at 5%
significance level. The test of H0 : −β5/β4 = β1 has a p-value of 0.178, such that we cannot
reject the null at the standard significance levels. The joint test has a p-value of 0.0227,
which again implies that we cannot reject the null at 1% but we reject it at 5% significance
level.
In summary, accounting for AR(1) transitory shocks has improved significantly the esti-

mates and the specification tests. However, the restrictions of the model are only marginally
"accepted" and, most importantly, the estimate for the coeffi cient of capital seems implau-
sibly small.
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Q3.6. (10 points) Blundell-Bond system estimator with time dummies and
non-serially correlated transitory shock. Comment the results.

ANSWER.MODEL: Now, we estimate the parameters of the model by combining two sets
of moment restrictions: (i) the ones from the Arellano-Bond IV (GMM) estimator; and (ii)
the ones from the Blundell-Bond IV (GMM) estimation of the equation in levels:

yit = αL `it + αK kit + γt + (ηi + uit)

using as instruments ∆`it−1 and ∆kit−1. Remember that this system estimator uses both
the Arellano-Bond instruments in the equation in first differences, and the Blundell-Bond
instruments in the equation in levels. For the validity of these instruments (either AB or
BB) we need the transitory shock uit not being serially correlated.

CODE. To implement this estimator, we can use the command xtabond. The only dif-
ference with respect to the code in Question Q2.4 is that we should not include the option
noleveleq. Note that the syntax of this command is such that, though we input the list
of instruments in levels, the command understands that this instruments should be in levels
for the equation in first-differences, and the instruments should be in first differences for the
equation in levels.

xtabond2 logy logn logk i.year, gmm(logy logn logk, lag(2 .)) iv(i.year) robust
test logn + logk = 1

COMMENTS ON RESULTS
(a) According to the estimates, the technology is more intensive in labor than in capital.

But now both αL and αK are larger and the value of αL +αK is very close CRS. In fact, the
test of CRS has a p-value of 0.7794.
(b) The test of serial correlation "Arellano-Bond test for AR(2) in first differences" tests

for the null hypothesis E(∆uit ∆uit−2) = 0. Similarly as for the Arellano-Bond estimator
without AR(1), the p-value of this test is practically zero. The null hypothesis is clearly
rejected. This implies that uit is serially correlated, and therefore neither AB nor BB instru-
ments are valid.
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Q3.7. (10 points) Blundell-Bond system estimator with time dummies and
AR(1) transitory shock. Comment the results.

ANSWER.MODEL: Suppose that uit follows an AR(1) process such that uit = ρ uit−1+ait,
where ait is not serially correlated. Since the transitory shock is serially correlated, the
Arellano-Bond and the Blundell-Bond instruments are not valid in the equation in first
differences. However, we can transform the model taking a quasi-first difference (as we
did for the Cochrane-Orcutt) estimator, such that we can obtain a model where the "new"
transitory shock is ait, which is not serially correlated. The model after the quasi-first
difference is:

yit = β1 yit−1 + β2 `it + β3 `it−1 + β4 kit + β5 kit−1 + η∗i + γ∗t + ait

and in first differences,

∆yit = β1 ∆yit−1 + β2 ∆`it + β3 ∆`it−1 + β4 ∆kit + β5 ∆kit−1 + ∆γ∗t + ∆ait

with β1 = ρ, β2 = αL, β3 = −ραL, β4 = αK , and β5 = −ραK . The system GMM es-
timator of this model consists of using Arellano-Bond instruments in the equation in first
differences, and the Blundell-Bond instruments in the equation in levels. For the validity of
these instruments (either AB or BB) we need the shock ait not being serially correlated.

CODE. To implement this estimator, we can use the command xtabond. The only dif-
ference with respect to the code in Question Q2.5 is that we should not include the option
noleveleq. Note that the syntax of this command is such that, though we input the list
of instruments in levels, the command understands that this instruments should be in levels
for the equation in first-differences, and the instruments should be in first differences for the
equation in levels. We also include a test of CRS, and tests of the restrictions implied by
the AR(1) process.

xtabond2 logy l.logy logn l.logn logk l.logk i.year, gmm(logy logn logk, lag(2
.)) iv(i.year) robust
test logn + logk = 1
testnl (_b[l.logy] = -_b[l.logn]/_b[logn])
testnl (_b[l.logy] = -_b[l.logk]/_b[logk])
testnl (_b[l.logy] = -_b[l.logn]/_b[logn]) (_b[l.logy] = -_b[l.logk]/_b[logk])

COMMENTS ON RESULTS
(a) Now, according to the estimates, the technology is more intensive in capital than

labor. Both parameters are large. The value of αL + αK is very close to 1 and the null
hypothesis of CRS has a p-value of 0.8456.
(b) The estimate of ρ (or β1) is quite large (0.7035) significantly different to zero. There

is evidence of strong serial correlation in the transitory shock.
(c) The test of serial correlation "Arellano-Bond test for AR(2) in first differences" tests

for the null hypothesis E(∆ait ∆ait−2) = 0. The p-value of this test is 0.461. The null
hypothesis cannot be rejected using the standard significance levels (i.e., p-value is way
greater than 10%). This implies that we cannot reject that ait is not serially correlated,
and therefore that AB and BB instruments are valid. That is, it seems that by including
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the lagged values yit−1, `it−1, and kit−1 as regressors we have been able to control for serial
correlation in the transitory shock.
(d) The model implies two restrictions on the parameter estimates β:

−β3/β2 = β1 and − β5/β4 = β1

We can test these nonlinear restrictions separately or jointly using the command "testnl"
in Stata. We have implemented both the single and the joint tests. The test of H0 :
−β3/β2 = β1 has a p-value of 0.1051, such that we cannot reject the null at 10%. The test of
H0 : −β5/β4 = β1 has a p-value of 0.0047, such that we marginally reject it at 1% significance
level. The joint test has a p-value of 0.0169, which implies that we cannot reject the null at
1% but we reject it at 5% significance level.
In summary, accounting for AR(1) transitory shocks has improved significantly the esti-

mates and the specification tests. The restrictions of the model are marginally "accepted" at
1% significance level. Most importantly, in contrast to the AB -with-AR(1), the estimate for
the coeffi cient of capital is now plausibly, and the null hypothesis of CRS cannot be rejected.
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Q3.8. (10 points) Based on the previous results, select your preferred esti-
mates of the production function. Explain your choice.

ANSWER. Taking into account the following criteria: (i) plausible estimates of the parame-
ters (not too small, and not too far from CRS); (ii) validity of the instruments, i.e., accepting
(not rejecting) the null hypothesis that the shock in the regression is not serially correlated;
and (iii) accepting (not rejecting) the restrictions on the parameters β imposed by the model;
the best estimator, as argued above, is the System-GMM with AR(1) transitory shock.
*** NOTE. Here it is not so important which estimator you choose, but the arguments

you use to select that estimator.

Q3.9. (20 points) For this question, your favorite estimates according to
your answer to Q3.8, and log-TFPs for year 1989. (a) Obtain the median, the
percentile 5, and the percentile 95 in the distribution of log-TFP. Suppose that
all the firms operate in the same input markets and WL = WK = 1. (b) Present
a figure with three marginal cost functions (i.e., output Y in the horizontal axis
and marginal cost MC in the vertical axis) for the firms with median, percentile
5, and percentile 95 TFPs, respectively. (c) Comment the results.

ANSWER. As argued in my answered to Question 3.8, I use the estimates from the estimator
System-GMM with AR(1) transitory shock. Of course, the particular estimator you choose
is not important for a correct answer to this question.
Remember, from Question 2.1, that the cost function from a Cobb-Douglas with labor

and capital is:

C(Y ) = α
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Therefore, the marginal cost function is:
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Also, be careful with using TFP and not logTFP in the expression for the Marginal Cost
function. That is, once you get the percentiles for logTFP, you need to use the exponential
of these TFPs, exp(log TFP ), in the MC function.

CODE. In my case, the System-GMM with AR(1) transitory shock is the last estimator in
my code. Therefore, after that estimation, the values _b[logn] and _b[logk] correspond
to the parameter estimates from that estimator. If your favorite estimator is not the last
one implemented in your code, you will need to repeat the implementation of your favorite
estimator in your code, such that you use the values _b[logn] and _b[logk] that your want
to use.
Note also that, after using the command summarize, the outcomes r(p5), r(p50, and

r(p95) contain percentiles 5, 10, 95 of the variable, respectively.
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The following code calculates logTFPs, the percentiles 5, 50, and 95 of this variable in
year 1989, and then the marginal cost for the firms with these TFPs and for every possible
value of output (sales) in the sample.

gen logTFP = logy - _b[logn] * logn - _b[logk] * logk
sum logTFP if year==1989, detail
gen TFPpc05 = exp(r(p5))
gen TFPpc50 = exp(r(p50))
gen TFPpc95 = exp(r(p95))

gen common = (sales^(1/(_b[logn]+_b[logk])-1))
*((1/_b[logn])^(_b[logn]/(_b[logn]+_b[logk])))
*((1/_b[logk])^(_b[logk]/(_b[logn]+_b[logk])))

gen MCpc05 = (1/TFPpc05)^(1/(_b[logn]+_b[logk])) * common
gen MCpc50 = (1/TFPpc50)^(1/(_b[logn]+_b[logk])) * common
gen MCpc95 = (1/TFPpc95)^(1/(_b[logn]+_b[logk])) * common

The following code presents in the same figure the marginal cost functions of the firms
with percentiles 5, 50, 95 of TFP.

sort sales
line MCpc05 MCpc50 MCpc95 sales if sales<=10000

RESULTS. The following figure presents the marginal cost functions of the firms with
percentiles 5, 50, 95 of TFP. We can see that these marginal costs are quite flat for most
levels of output. Only for firm with TFP-5-percentile we can see that the MC increases
substantially for levels of output between 0 and 500. The most striking evidence is the large
differences in the level of the marginal cost of the three firms.
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DO FILE

clear
// ------------------------------
// eco310_problem_set_1_question_3_2021.do
// Victor Aguirregabiria
// February 5, 2021
// ------------------------------

// ----------------------
// Opening log file to copy results
// ----------------------
capture log close
log using C:\PROBLEM_SETS\problem_set_01_2021\eco310_problem_set_1_question_3_2021.log,

replace

// ----------------------
// Reading dataset
// ----------------------
use C:\PROBLEM_SETS\problem_set_01_2021\blundell_bond_2000_production_function.dta

// ----------------------
// Construction of variables
// ----------------------
gen logy = ln(sales)
gen logn = ln(labor)
gen logk = ln(capital)
xtset id year

// -----------------------------------
// 1. Question 3.1: OLS estimator
// -----------------------------------
reg logy logn logk i.year
test logn + logk = 1

// -----------------------------------------------
// 2. Question 3.2: Fixed Effects estimation
// -----------------------------------------------
xtreg logy logn logk i.year, fe
test logn + logk = 1

// -----------------------------------------------
// 3. Question 3.3: Fixed Effects - Cochrane-Orcutt estimation
// -----------------------------------------------
xtreg logy l.logy logn l.logn logk l.logk i.year, fe
test logn + logk = 1
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testnl (_b[l.logy] = -_b[l.logn]/_b[logn])
testnl (_b[l.logy] = -_b[l.logk]/_b[logk])
testnl (_b[l.logy] = -_b[l.logn]/_b[logn]) (_b[l.logy] = -_b[l.logk]/_b[logk])

// -----------------------------------------------
// 4. Question 3.4: Arellano-Bond: No AR(1)
// -----------------------------------------------
xtabond2 logy logn logk i.year, gmm(logy logn logk, lag(2 .)) iv(i.year) robust

noleveleq
test logn + logk = 1

// -----------------------------------------------
// 5. Question 3.5: Arellano-Bond: AR(1)
// -----------------------------------------------
xtabond2 logy l.logy logn l.logn logk l.logk i.year, gmm(logy logn logk, lag(2

.)) iv(i.year) robust noleveleq
test logn + logk = 1
testnl (_b[l.logy] = -_b[l.logn]/_b[logn])
testnl (_b[l.logy] = -_b[l.logk]/_b[logk])
testnl (_b[l.logy] = -_b[l.logn]/_b[logn]) (_b[l.logy] = -_b[l.logk]/_b[logk])

// -----------------------------------------------
// 6. Question 3.6: System GMM: No AR(1)
// -----------------------------------------------
xtabond2 logy logn logk i.year, gmm(logy logn logk, lag(2 .)) iv(i.year) robust
test logn + logk = 1

// -----------------------------------------------
// 7. Question 3.7: System GMM: AR(1)
// -----------------------------------------------
xtabond2 logy l.logy logn l.logn logk l.logk i.year, gmm(logy logn logk, lag(2

.)) iv(i.year) robust
test logn + logk = 1
testnl (_b[l.logy] = -_b[l.logn]/_b[logn])
testnl (_b[l.logy] = -_b[l.logk]/_b[logk])
testnl (_b[l.logy] = -_b[l.logn]/_b[logn]) (_b[l.logy] = -_b[l.logk]/_b[logk])

// -----------------------------------------------
// 8. Question 3.9: Figure of Marginal costs
// -----------------------------------------------
gen logTFP = logy - _b[logn] * logn - _b[logk] * logk
sum logTFP if year==1989, detail

// After using the command summarize, the outcomes r(p5), r(p50), and r(p95)
contain percentiles 5, 10, 95 of the variable, respectively
gen TFPpc05 = exp(r(p5))
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gen TFPpc50 = exp(r(p50))
gen TFPpc95 = exp(r(p95))
gen common = (sales^(1/(_b[logn]+_b[logk])-1))*((1/_b[logn])^(_b[logn]/(_b[logn]+_b[logk])))*((1/_b[logk])^(_b[logk]/(_b[logn]+_b[logk])))

gen MCpc05 = (1/TFPpc05)^(1/(_b[logn]+_b[logk])) * common
gen MCpc50 = (1/TFPpc50)^(1/(_b[logn]+_b[logk])) * common
gen MCpc95 = (1/TFPpc95)^(1/(_b[logn]+_b[logk])) * common
sort sales
line MCpc05 MCpc50 MCpc95 sales if sales<=10000

log close
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