## Required Problems:

(1) (a) The left figure ( 2012 female emp. v. 2012 male emp.) has a somewhat steeper slope. You must notice that while the $y$-axis is the same in both graphs (because the $y$-variable is the same in both), the $x$-axis has a very different scale: it ranges from 60 to 85 versus from 20 to 80 . You can approximate the slope as 1 in the first case and 0.9 in the second. [The exact values from software are 1.004775 and 0.8643453 , respectively.] Do not be mislead by the seeming visual appearance of a steeper slope on the right. Remember that all software programs by default only plot the actual range of the data: they don't include a bunch of blank space below or above the smallest or largest values.
(b) The right figure ( 2012 female emp. V. 2006 female emp.) has a much bigger intercept. The value of the intercept is what $y$ is when $x$ equals zero. The figures do not start at zero (again, software only plots the area that actually has some data). Extrapolating back, you can approximate the intercept as somewhere between -10 and -15 in the left graph and as somewhere around 10 in the right graph. [The exact values from software are -12.53292 and 9.117145 , respectively.]
(c) They both have the same mean of $e$ : zero. The OLS line guarantees the residuals will have a mean of exactly zero.
(d) The left figure ( 2012 female emp. v. 2012 male emp.) clearly has a much bigger value of the $s_{e}$. The $s_{e}$ measures the scatter about the OLS line. The $y$-variable is exactly the same (and hence the scale of the $y$-axis is exactly the same) so we can directly compare the amount of scatter. The dots are much more scattered in the graph on the left. [The exact values from software are 8.3909 and 3.3661 , respectively.]
(e) They both have exactly the same value of the SST. The SST measures the amount of variation of the $y$-variable about its own mean: $S S T=\sum_{i=1}^{n}\left(y_{i}-\bar{y}\right)^{2}$. It depends only on the $y$-variable, which is the exact same variable in both graphs. [The exact value from software is 3592.09046 for both.]
(f) The right figure ( 2012 female emp. V. 2006 female emp.) has a much bigger value of the $R^{2}$. The $R^{2}$ measures how well the $x$-variable explains the $y$-variable: the overall fit. Clearly the 2006 female employment rate is a much better predictor of the 2012 female employment rate than the concurrent 2012 male employment rate. [The exact values from software are 0.3728 and 0.8991 , respectively.]
(g) Because both figures have the exact same $y$-variable, we can definitively say that the right figure ( 2012 female emp. V. 2006 female emp.) has a much bigger SSR. The SSR measures how much better the OLS regression line does as predicting y compared to the worst case of simply predicting all observations to be average (which is what you'd do if you had to make a wild guess with no helpful specific information for each observation): SSR = $\sum_{i=1}^{n}\left(\hat{y}_{i}-\bar{y}\right)^{2}$. The second graph has much better fit overall. Remember that $R^{2}=\frac{S S R}{S S T}$ (so you can answer this part by referencing your arguments in parts (e) and (f)). [The exact values from software are 1339.03838 and 3229.51265 , respectively.]
(h) Remembering that $S S T=S S R+S S E$, this part is redundant given the previous parts. Because both figures have the exact same $y$-variable, we can definitively say that left figure (2012 female emp. v. 2012 male emp.) has a much bigger value of the SSE. The SSE measures how big our mistakes are in predicting y given x : $S S E=\sum_{i=1}^{n}\left(y_{i}-\hat{y}_{i}\right)^{2}$. [The exact values from software are 2253.05208 and 362.577815 , respectively.]
(i) For the 34 nations that are members of the OECD, if we are trying to predict the 2012 female employment rate for each country, we are much better off using six-year-old (2006) data on female employment rates than using current (2012) male data on employment rates. There are persistent, structure issues affecting female employment rates.
(2) (a) These data are observational, cross-sectional, and contain two variables with interval data.
(b) These results show that there is a negative association between the number of children women have and years of education. Each extra year of education is associated with 0.2 fewer children on average. We CANNOT conclude that
education is causing women to have fewer children. All we can do is describe the patterns in the data: more educated women tend to have fewer children than less educated women. There are many factors that affect both the choice to obtain more education and the choice about how many children to have. For example, cultural upbringing can affect people's choices about education and about desired family size. The coefficient of correlation ( -0.3132 ) shows that there is a relatively weak negative relationship between these two variables. The "intercept" of 5.1 is meaningless. No Canadian women in our sample had zero years of education (not even close to zero years of education). We should not extrapolate back because it would take us well out of our sample and hence we'd have NO evidence to support an interpretation of 5.1 as the number of children women with zero years of education have on average.
(c) The scatter diagram is not a good summary of these interval variables because both variables take relatively few unique values. An alternate way to summarize these data is with a cross-tabulation.

(3) (a) An example of time series data would be tracking the prices and tickets sold each day for non-stop Air Canada flights from Toronto to Chicago on Monday afternoons for 3 years: there would be roughly 156 observations (=52*3) and two variables (price and quantity). An example of cross-sectional data would be recording the prices and liters of water sold across 50 randomly selected medium-sized municipalities: there would be 50 observations and two variables (price and quantity).
(b) Observational. Experimental data would require that someone had randomly set prices and then watched how consumers responded. Not surprisingly firms are interested in maximizing their profits and hence have little appetite for letting some researcher come in and randomly set their prices.
(c)

(d) The data would be observational and time series. It would have 3 observations and two variables (price and quantity). The coefficient of correlation would be positive but that does not mean that demand is upward sloping. We can see from the diagram that the market equilibrium prices and quantities do NOT trace out the demand curve. This is because of changes over time in demand shifters (such as income, tastes, prices of substitutes, prices of compliments, etc.). If there were no demand shifters (of course not possible) and only supply shifters then we could recover demand. Of course in the very periods when demand is soft the equilibrium price tends to be lower: this does not mean that the low price caused low quantity demanded but rather a negative demand shock cause both the low equilibrium price and the low quantity demanded.
(e) Yes we could and it would not suffer from an endogeneity bias. (Note: We would need to be careful to consider the total number of actual customers rather than just the sample size. For example, for a linear demand as the number of consumers increases - other things equal - demand rotates out and hence the slope become flatter.) There would be no endogeneity bias because these are experimental data. Price has been randomly set and is not influenced in any way by demand shifters (that also affect the quantity sold). It does not matter at all that our sample of customers is heterogeneous. Unlike observational data is not the case that consumers in markets with higher income, for example, are offered the product for a higher price in market equilibrium: according to the description of the data collection price was randomly set and hence was not influenced by demand shifters like income.
(4) (a) The covariance is 41.272222 mark-hours.
(b) The coefficient of correlation 0.88143951 , which means that a one standard deviation increase in hours of sleep is associated with a 0.88 standard deviation increase in mark. There is a strong positive linear association between study time and marks. The coefficient of correlation is 0.88 , which is not too far from its maximum possible value of one for a perfect positive linear association.
(c) The coefficient of determination is 0.7769 , which means that 78 percent of the variation in marks in our sample of 10 students can be explained by variation in hours of sleep.
(d) These data are observational.
(e) The regression line equation is: mark-hat $=36.73535+6.08685^{*}$ hours. In these data, we see that students who spend an extra hour of sleeping have test marks that are on average 6.1 points higher on a test worth 120 points. The intercept of 36.7 has no interpretation because no one in our sample has reported close to zero hours of sleep. It is simply a shifter of the least squares line. Saying something like "Sleeping zero hours means a grade of 36.7 " is incorrect for two reasons: (1) We have absolutely no data to support that estimate of what marks would be if a student slept zero hours and (2) It wrongly implies causality, which is discussed next. We cannot conclude that the increased sleep time is causing the higher marks. In other words, we cannot say things like "if a student sleeps an extra hour then their mark would go up by 6.1 points" or "each extra hour of sleep will increase the mark by 6.1 points on average." Statements like these are wrong because they imply that we have estimated the causal effect, which we have not. What we can do is describe the data. It is true that in the data students that slept more hours have higher marks: in the data we see that students that slept an extra hour had marks that are 6.1 points higher. These are correct descriptive statements and are different from causal statements. Unfortunately you cannot use these results to answer the interesting causal research question posed at the start of this problem.
(f) These replication results are quite different: for example, the coefficient of correlation and determination are quite a bit lower and the slope is steeper. All of these - covariance, standard deviations, correlation, $\mathrm{R}^{2}$, intercept, slope - are sample statistics and not population parameters. Hence they are all subject to sampling error. Given the small sample sizes, there is a lot of sampling error. It is not surprising that the results look different.
$(g)$ percentage_mark-hat $=33.2381+5.8376^{*}$ hours, $n=30$, R -squared $=0.4177$
(h) mark-hat $=39.8857+0.1168 *$ minutes, $n=30, R$-squared $=0.4177$
(5) (a) The OLS line is NOT an estimate of the U.S. supply curve for corn during this period. A supply curve (like you learned in introductory level economics) is a causal relationship: it tells how the quantity supplied responds to the market price. Remember that these are observational data and will suffer an extremely severe form of endogeneity bias: every variable that is a supply shifter is a lurking/unobserved/confounding/omitted variable (these affect both the market equilibrium price each year and the quantity supplied each year). Hence, the slope of the OLS line is an extremely biased estimate of the slope of supply. In fact, as shown above, it is quite possible to even get a downward sloping OLS line when trying to estimate supply! That didn't happen in this case, but we still know it is extremely biased.
(b) Our interpretation must be descriptive, not causal. Also, we're talking about such big numbers, it is useful to change from millions to billions to help make our interpretation clear. From 1926 through 2012, in years when the price of corn is one dollar per bushel higher, on average the U.S. corn production is about 2.14 billion bushels higher.
(6) (a) His inference is faulty: he does not grasp the concept of regression to the mean.
(b) Yes, absolutely necessary. If there were absolutely no random elements (hard to imagine when thinking about human behavior) then there would be no regression to the mean.
(c) No, he is pessimistic about our ability as humans to overcome our own biases even when we are made aware of them (e.g. by being shown a convincing experiment).
(7) (a) The $R^{2}$ is moderate in the first graph: across all 156 countries about 43 percent of the variation in mobile-cellular subscriptions per 100 inhabitants is explained by variation in the HDI (Human Development Index). The R² in the second graph is basically zero: when looking at OECD member nations there is no correlation between HDI and mobile-cellular subscription rates. While there are three somewhat usual points, even if we remove them the last graph shows the $R^{2}$ is still tiny. The reason for these differences is that the OECD countries must be systematically different from other countries (as we know they are). Hence, with OECD member nations there is basically no relationship between mobilecellular subscription rates and the HDI. However, looking at all countries - including some very poor countries - there is a clear positive correlation between these variables. Note: The difference is NOT due to the difference in sample sizes
(i.e. the number of observations). If we pulled out 34 nations at random (instead of the 34 OECD member nations), we would expect a comparable $R^{2}$ (i.e. around 0.43 aside from any sampling error).
(b) The SST, SSR, and SSE are sums of squares. As such, they do depend on the sample size: squares are positive so the bigger the sample, the bigger the SSs are. That is why they are all much bigger in the first graph and smaller in the others. However, once we look at the $R^{2}$, which is a ratio of the SSR to the SST, then we get a measure that does not depend on the sample size (or the original units of measurement). This is why the $R^{2}$ is usually reported along with the OLS results, whereas the SSs would usually only be given in the full software output.
(8) (a) Cross-sectional, 1,250 observations, three quantitative variables (and also some identifier variables for make and model).
(b) The shape is roughly Normal (more density in the centre and less in the tails). A vehicle with a GHG rating of 3 would have a standardized value of $-1.4=(3-5.3) / 1.6$ : this means that it is almost one and a half standard deviations below average in terms of GHG ratings (not good!).
(c) The diagonal elements are the variance (in MPG-squared). These are best interpreted by converting them to standard deviations: 5.5 MPG for city and 6.2 MPG for highway. Hence the vehicles are a bit more variable in terms of highway fuel efficiency. The off-diagonal is the covariance (in MPG-squared). This is best interpreted by computing the coefficient of correlation: $r=\operatorname{cov} /(s d x * s d y)=31.1 /(5.5 * 6.2)=0.91$. This means these are strongly positively correlated: vehicles with good city fuel economy typically have good highway fuel economy.
(d) The intercept has no interpretation because clearly no vehicle gets zero miles per gallon in highway driving. The slope coefficient means that vehicles in these data ( 1,250 different makes and models) that get an extra MPG in highway driving on average get an extra 0.81 MPG in city driving. The $\mathrm{R}^{2}$ is pretty high: 83 percent of the variation in city-driving fuel economy is explained by variation in highway-driving fuel economy.

